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Abstract

Geometries with asymptotic Lifshitz scaling are conjectured to be duals to quan-
tum critical systems that are invariant under anisotropic scaling. Black branes in
these backgrounds obey standard thermodynamic relations which makes them suit-
able candidates to describe quantum critical physics at finite temperature. Several
geometric and thermodynamic properties of these objects are investigated. A partic-
ularly intriguing result is that, by using a simple gravitational model, it is possible
to qualitatively reproduce the behavior of the anomalous specific heat measured in
certain heavy fermion alloys at critical doping. In the presence of a charged bulk
scalar field, there is a phase transition to a superfluid condensate at low temperature,
which was argued to be the stable ground state of these systems.

Electron stars can be thought of as charged fermionic siblings of neutron stars.
These were conjectured as gravity duals of strongly interacting fermion systems. At
finite temperature the electrons recede to form a cloud suspended over a black brane
horizon. As temperature is raised, more and more charge is absorbed by the black
brane. At a critical temperature, there is a third order phase transition to a config-
uration with just a charged black brane and no electron cloud. Transport properties

of the system vary continuously over the whole temperature range.
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Agrip (in lcelandic)

Timartm med Lifshitzskélun eru kénnud med pyngdarfraedilega lysingu & fasabreyt-
ingum 1 huga. Varmafraedi svarthola i sliku timarami gefur innsyn i 6venjulega
varmafradilega eiginleika kerfa par sem skammtafraedilegar fasabreytingar eiga sér
stad. Melingar syna ad dkvednar malmblondur par sem virkur massi leidnirafeinda
er 6venju har hafa heerri edlisvarma en samraemist vidteknum freedum um mélma
en i tiltdlulega einfoldum pyngdarfraedilikonum med Lifshitzskolun mé hinsvegar sji
sambeerilega hegdun. Pyngdarfraedin lysir jafnframt fasabreytingu yfir i ofurfljétandi
astand sem rok eru faerd fyrir ad sé stéougt grunnastand kerfisins.

Einnig eru skodadar svonefndar rafeindastjornur, sem eru lausnir 4 hreyfingar-
jofnum rafhladins efnis i pyngdarfraedi med neikvaedoum heimsfasta, og kénnud nyleg
tilgata um ad beer gefi byngdarfraedilega lysingu a rafeindakerfum par sem vixlverk-
anir eru of sterkar til a0 hefobundnum reikniadferdum péttefnisfraedi verdi vid komid

med gdéou moti.
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Introduction

Borrowing the term from optics, where a hologram denotes a picture that appears
three-dimensional to the viewer, the holographic principle stands for the concept that
a theory of quantum gravity on a space with a given dimension can be described by
a field theory on a space with a lower number of dimensions. The origins of this
concept of holography can be traced back to work pioneered in [1-5] where quantities
like entropy and temperature were assigned to black holes in a way that the laws of
thermodynamics could be extended to incorporate systems containing these exotic
objects. A consequence of these definitions and considerations was the formulation
of an entropy bound [6,7]. To be more precise, it was found that the ratio of the
entropy over the energy of a system must be bounded from above by an expression
proportional to the radius of a sphere that encloses it. Furthermore, this bound
happens to be saturated for the configuration of a single Schwarzschild black hole. If
the entropy is interpreted as a measure of the number of microstates that give rise
to the same macrostate, like it is in statistical mechanics or quantum theory, this
has quite drastic consequences for any theory of quantum gravity. As a black hole
represents the configuration with the highest possible energy density a gravitating
system can have and the entropy of the aforementioned is proportional to the area
of its horizon, the implication of the above mentioned bound is that the number of
degrees of freedom of a quantum gravity system grows like the area of the surface
containing it and not, as it would be intuitive for non-gravitating systems, like its
volume. As such behavior would however be typical for a field theory defined on that

hypersurface, the concept of the holographic principle was born. As mentioned above,
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it states that the description of a volume of space is encoded on a boundary of the
region.!

The cornucopia of ideas and interpretations that related the black hole entropy
with microstates of quantum gravity theories like string theory or gave speculations
how a dual field theory on a "holographic screen’ could be formulated are too multi-
tudinous to be summarized here in detail. The publication that is essential for this
thesis is [10], where a duality between certain types of M/string theories and super-
conformal Yang-Mills (SYM) theories was proposed. This marked the first explicit
pairing of a theory of quantum gravity and a dual field theory on a ’holographic
screen’. At the present day, this equivalence actually remains a conjecture and a
thorough mathematical proof is still outstanding. Nevertheless, all investigations so
far have just found arguments in favor of the validity of the duality between string
theory on AdS spaces and conformal field theory. Furthermore, due to the rather
explicit nature of the conjecture, it was possible to formulate a dictionary that allows
to identify observables like correlation functions on both sides of the duality. This
formulation is widely believed to also be valid in a more general setup, that is also
for field theories that may not have Lorentz or conformal symmetry. By reversing
the idea behind the holographic principle, i.e. instead of finding a field theory dual
of a given quantum gravity theory, a quantum gravity theory is constructed that has
a given gauge theory as dual, first attempts were made to apply the formalism of
gauge/gravity to problems in condensed matter physics.

The new insights that may come from this are as follows. In condensed matter
physics, field theories have proved to be a useful tool to describe the underlying pro-
cesses in various systems. In many cases, however, correlation functions and other
observables that give information about these systems are given by complicated ex-
pressions that can only be analyzed by Feynman rules and other perturbative meth-
ods. By construction, this approach is only applicable when the expansion parameter
— which is often the strength of an interaction between fields — is small compared to
other length scales in the system. Thus, a description of models that is governed by
strong interaction is often beyond the range of accessibility of the prevalent methods
in condensed matter physics. The gauge/gravity duality can shed new light on this
because it provides a formalism that allows to map the task of finding correlation func-
tions of strongly coupled fields to the analysis of initial and boundary value problems.
These are still often enough highly non-trivial, but the mathematics behind them is
well enough understood that it would allow, in theory, to use numerical methods to

IThe first ideas were formulated in [8]. for an overview see e.e. [91.
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find the desired quantities up to the needed precision.

The content of this thesis is in the spirit of the last paragraph. It can be considered
as a thought experiment that assumes the existence of a gauge/gravity duality and
explores some uses of the formalism in the context of condensed matter physics. In
section 2, some details about the dictionary between string theory on asymptotically
AdS spacetimes and conformal field theories are summarized. Furthermore, it is
described how this dictionary can be generalized in a way that allows it to be applied
to more general class of spacetimes than AdS-like geometries. Section 3 gives a short
introduction to quantum critical phenomena. These are rather novel features that
were observed in experiments on various materials, particularly metal alloys, over the
last decades that are not in accord with predictions from standard models in condensed
matter physics like Landau Fermi liquids. So far, it has proved difficult to model
the underlying physical processes of quantum critical materials with ordinary field
theoretical methods. A conjectured gravitational dual to these systems are Lifshitz
geometries which are introduced in section 4. Contrary to AdS geometries which lead
to conformal scaling, Lifshitz geometries incorporate an anisotropic scaling between
spacelike and timelike coordinates which is a more realistic scenario at a critical point.
Finally, in section 5 so-called electron stars are investigated. These are solutions to
the Einstein equations coupled to a fluid of fermions which are claimed to be dual to
systems of strongly coupled fermions, where an approach by the current tools in field
theory also poses a challenge in condensed matter physics.

The thesis is based on five research articles,

I Holographic Superconductors with Lifshitz Scaling by E.J. Brynjolfsson, U.H.
Danielsson, L. Thorlacius and T. Zingg, published in the Journal of Physics
A, volume 43 (2010),

IT Black Hole Thermodynamics and Heavy Fermion Metals by E.J. Brynjolfsson,
U.H. Danielsson, L. Thorlacius and T. Zingg, published in the Journal of High
Energy Physics, volume 8 (2010),

IIT Holographic models with anisotropic scaling by E.J. Brynjolfsson, U.H. Daniels-
son, L. Thorlacius and T. Zingg, accepted for publication in Journal of Physics :
Conference Series — "6th International Symposium on Quantum Theory and Sym-
metries” at the University of Kentucky, July 20 - 25, 2009,

IV Holographic metals at finite temperature by V.G.M. Puletti, S. Nowling, L. Thor-
lacius and T. Zingg, published in the Journal of High Energy Physics, volume 1
(2011).
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V' Thermodynamics of Dyonic Lifshitz Black Holes by T. Zingg, accepted for pub-
lication in the Journal of High Energy Physics in August 2011.

The results appearing in each of these papers are summarized in sections 4 and 5. The
articles are attached at the end of the thesis with copyright permission from JHEP
and IOP publishine.



The gauge/gravity

correspondence

This chapter gives a brief introduction to the conjectured AdS/CFT duality and an
outline of the more general gauge/gravity correspondence. The approach chosen here
is rather pragmatic and bottom-up, meaning that the emphasis is more on introducing
the formalism used to make explicit calculations and less on how these concepts could

be embedded into a string-theoretical framework or derived from first principles.

2.1 From AdS/CFT to AdS/CMT

The original conjecture of the AdS/CFT equivalence was made in [10] and has since
spurred an overwhelming quantity of research exploring various aspects of this topic
and also provided checks of its predictions — see e.g. [11] for a comprehensive overview.

The statement that is essential to this thesis is that a string theory on AdS441 XY,
where Y is a 9 — d dimensional manifold, is dual to a conformal field theory (CFT)
on the boundary of AdS;y, such that

Zstring - ZCFT ’ (21)

where Z denotes the partition function. The best studied example is type IIB string
theory on AdS5xS® which is dual to A/ = 4 superconformal Yang-Mills (SYM) theory
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with gauge group SU(N). The parameters of these two theories are related by

A

ATgs = gopy = ¥ (2.2)

4 I*

RY: R}
50— A% — 4y (2.3)

What makes these relations intriguing is that the regime gyy < 1 and A > 1 in
SYM theory, which lies at the opposite end of A < 1 where perturbation theory
is applicable, corresponds to a string theory with g, < 1 and a string length scale
ls < Rads,, which is exactly the regime where stringy effects are small and the
theory reduces to supergravity. In this limit, the string partition function Zg.ing
can be approximated by the value at the saddle point which is given by Ssygrq, the

effective on-shell supergravity action,
Zstring = eiissugm . (24)

The significance of this relation becomes more clear when the definition of the gen-
erating functional for connected correlators W is recalled.! This functional has the
property that the correlation function for given operators Oq,...,O,, with sources

J1, ..., Jm 18 given by

omw
O1(21) O (2n)) = (—i)™ ! : 2.5
< 1( 1) ( )> ( ) 6J1(331)(5Jm(1)m) o ( )
In particular, Z = e~ Thus, from (2.1) and (2.4) follows
Ssugra ~W. (26)

What has been suppressed in the formula above is how the sources in W enter Ssygra,
respectively Zgipring. This has been postulated as follows. If ® is a field in the
supergravity, respectively string theory, then it sources an operator O in the dual

field theory through its boundary value, more precisely through ¢(©) defined as
»0 = lim 7@, (2.7)

where 7 is a function that has a simple zero at the AdS boundary. The value of x is

on the gravity side given by an expression that depends on mass m and the spin of

LSee anv textbook about field theorv. e.e. [12]
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the field ® and on the field theory side, k is related to the conformal dimension A
of O. For example, if & were a p-form on a d + 1 dimensional asymptotically AdS

manifold, these relations would be given by

m? k(k+d), (2.8)
A d—p+k. (2.9)

Furthermore, if g denotes the metric on this manifold, then a metric on the boundary
can be assigned through
g% = lim r%g . (2.10)

r—0
This is a result that was already established before the AdS/CFT conjecture in math-
ematics [13], when the concept of conformally compact spaces, which in physics cor-
respond to asymptotically AdS spaces, was introduced. The name refers to the space
being compactified by the addition of a boundary at infinity. Actually, on this bound-
ary there exists not a uniquely defined metric but rather a conformal class of metrics,
as any function e”r could be used in (2.10). Together with (2.7) this illustrates how

the conformal invariance in the boundary field theory emerges [14].

The identification (2.6) also allows to explicitly calculate correlation functions [14—
16] in the dual theory. Assuming the fields ®; have a standard kinetic term in the

action Sgugre and no higher derivatives occur,

where II; = **1% denotes the conjugate momentum with respect to the normal

derivative £,, on the boundary and G;; stands for the bulk to boundary Green’s
function for the fields ®; and ®;. Which Green’s function, i.e. retarded or advanced,
depends on the behavior of the field in the bulk, that is whether they describe ingoing
or outgoing modes [16]. General n-point functions could also be calculated using (2.6),
though they will depend on a more specific knowledge of the bulk interactions and
are not as generic as one- or two-point functions. The stress-energy tensor of the dual

field theory is sourced by the boundary metric (2.10) and therefore

5$sugra

S (2.13)

(Tow)

Similar to Green’s functions of fields. the stress-enerev tensor is determined bv con-



8 Chapter 2 The gauge/gravity correspondence

ditions on the behavior of its source in the bulk. The metric g,,, is assumed to either
be regular or to have a black hole singularity that is enclosed by an event horizon. A
temperature can be associated to the spacetime — and thus to the dual field theory —
by Wick-rotating the time-coordinate and making it periodic such that the resulting
Fuclidean metric is regular. The temperature is then given by the inverse period
length and if it becomes infinite, the temperature vanishes. If the metric describes a
black hole, this procedure results in its Hawking temperature, i.e. the surface gravity
on the event horizon.

What has been omitted in this section to avoid cluttering notation is that the iden-
tifications are again made after taking a limit in the same fashion as (2.7). Another
issue is that the relations outlined here might need to be modified slightly to cancel
divergences that can occur. This will be addressed later in section 2.4. Another issue
that has not been addressed is that there could be more than one classical saddle
point, in which case there needed to be a sum over multiple classical solution on the
right hand side of (2.4). This means that a certain classical solution would not com-
pletely describe dual theory but just a certain phase of it. As the aim of this thesis is
not to analyze the full phase diagram of a given field theory but to develop on certain
models, this kind of phase transition will not be included in further considerations.

At first sight, the AdS/CFT duality seems a way to use the powerful methods
developed in conformal field theory to obtain novel results in string theory, where
it often can be difficult to make explicit calculations due to the sheer complexity
of the theory. What however was realized soon thereafter was that by reversing
the way of using the duality, AdS/CFT could also be used to get insight to issues in
condensed matter physics that are difficult to address using standard tools of quantum
field theory. Comprehensive reviews about the application of AdS/CFT duality for
condensed matter physics, which nowadays is often referred to as the AdS/CMT
correspondence, can be found in [17-20], an outline of this idea is as follows.

In field theory, the generating functional W is defined via a functional integral,
often also called a Feynman integral. The understanding of these objects is not as far
developed as integrals over finite-dimensional spaces, where they can be understood
by the theory of the Lebesgue measure [21]. As a matter of fact, Feynman integrals
are not even introduced by defining a measure on a functional space but by the
definition of an integrator® that assigns a value to Gaussian integrals. In field theory,
the standard action of a free field is of that type. A general action can then be

analyzed by expanding in the couplings of the fields and using perturbative methods.

2See e.o. 221 for a mathematical treatment of this.
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This also leads to a quite compact and useful formalism to derive Feynman rules.
Though there are exceptions, like the spectrum of chiral primary operators that do
not change as the coupling varies and have actually been used to check the AdS/CFT
correspondence, most quantities depend rather strongly on the value of the coupling
and a perturbative approach can in general not be expected to give useful results for
strong coupling. This is an issue that has made it difficult to get an understanding
of phenomena that involve strong interaction by using conventional field theoretical
methods. What could shed new light on this is that for A > 1, i.e. in the regime
of strong interaction, the relation (2.6) holds. This allows to map the problem of
calculating correlation functions via a complicated functional integral to the analysis
of partial differential equations as (2.11) and (2.12) show. This is of course not
a trivial task and explicit solutions are also sparse here, so obtaining an analytic
result might be similarly difficult. Contrary to Feynman integrals, however, there
exist powerful numerical algorithms to calculate approximate solutions to a partial
differential equations up to any desired precision, and in applied physics this is often

all that is needed to compare with experimental data.

2.2 The boundary of AdS space from a functional

analytic point of view

In the original formulation of the AdS/CFT conjecture, the boundary of AdS space
has a nice geometric interpretation as an object where the isometry group SO(2,d) of
AdSg441 acts as the conformal group. This is however very specific to AdS spaces and
does not make obvious how a holographic screen for a more general class of spaces
could be constructed. In order to get a notion that does not explicitly refer to the
geometry of the space, the boundary will now be examined from a more functional
analytic point of view. Therefore, the concept of a characteristic surface will be
introduced briefly. A thorough treatment about this can be found in textbooks dealing
with partial differential equations like [23,24].

Asg an illustrative example a standard hyperbolic problem, the wave equation,
Oy=0, (2.14)

shall be considered. It should however be kept in mind that by means of the Cauchy-
Kovalevskaya theorem and Holmgren’s theorem the features that are introduced in

the followine are valid for a much more eeneral class of nartial differential eauations.
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With certain assumptions made about the metric coefficients, this even includes the

Einstein equations.

In the context of PDEs, (2.14) itself is not the way in which the problem is posed.
A standard formulation would be to consider a manifold M and a submanifold y C M

with normal n and considering the solution to

Oy = 0 on M,
y = ¢y on Y, (2.15)
Loy = no on .

The manifold x is called a characteristic surface if prescribed boundary conditions
y(© and 7(® determine the solution 3. If y has a timelike normal vector field, (2.15)
is often referred to as initial value problem and as boundary value problem if y has a

spacelike normal vector field.

In the case of the manifold being AdS, i.e. if the metric on M was given by

2

ds> = —(1+12)dt> + Qg1 + % : (2.16)
with Q41 denoting the metric on S!, it turns out that a characteristic surface
cannot be timelike. This is illustrated in figure 2.1. The solution is determined in the
region consisting of all lightlike geodesics emanating from x. Choosing initial data
on a surface ¢t = const, indicated by the green line in figure 2.1(a), will thus only
determine the solution in the green shaded region which does not cover the whole
space. It is however possible to prescribe initial data on a surface with r = const,
indicated by the vertical blue line in 2.1(b), and this would determine the solution on
the whole of AdS.

In boundary value problems on spaces with a radial coordinate r it often turns
out that the equation (2.14), when just regarded as an equation in r, is of Fuchsian
type [25,26] and has singularities at » = 0 and r — oo. In fact, singularities can
also occur at a finite value of r if there is a caustic like an event horizon. For metric
functions this would not be such a grave issue, as for many applications the metric is
anyway assumed to have a black hole singularity that is hidden behind a horizon. For

fields that are assumed to pronagate on the backeround eiven bv a metric. however.
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(a) (b)

Figure 2.1: Penrose diagram of AdS space. Time ¢ is on the vertical axis and extends to in-
finity in each direction, the radial direction r extends horizontally, between r = 0 represented
by the solid vertical line and the AdS boundary at the dashed line. Each indicated triangular
region corresponds to a patch that is conformal to Minkowski space. The horizontal green
line in (a) is a surface ¢ = const, boundary data prescribed here just determine the solution
in the green shaded area. The vertical blue line in (b) is a surface with » = const. This is a
characteristic surface as boundary data prescribed here determine the solution on the whole
space.

it is often favorable to not pose the problem as in (2.15) but

Uy =0 on M,
y=y or Ly=1" on x, (2.17)
Jim f(r)(0; — g(r)0r)y =0

Here, either Dirichlet or Neumann boundary conditions are imposed — though also a
mixed condition would be possible — and to make up for the missing second condition
that determines a unique solution, a so-called radiation condition like in the last line
of (2.17) is imposed. Depending on the sign of ¢(r), this condition demands the
solution to look like an ingoing or outgoing wave when approaching a singular point

rs. 1t is a boundary value problem along these lines, that serves as means to calculate



12 Chapter 2 The gauge/gravity correspondence

a holographic greens function as described in the previous section.

To summarize, the boundary of AdS can be considered as a characteristic surface
that has been moved to spatial infinity. As the boundary is at a singular point with
regard to the radial direction, some subtleties must be taken into account when taking
this limit to obtain a well posed problem. This leads to the introduction of a scaling
factor as in (2.7) and (2.10).

2.3 Outline of the gauge-gravity duality

A schematic idea of gauge-gravity duality can now be formulated by basically taking
the terminology introduced in subsection 2.2 and leaving away any reference to the
geometry of AdS space. It should be reminded that this section gives a summary
of the basic idea of how fields and their conjugate momenta are translated to source
and response in the dual field theory from a bottom up approach. This means that
the focus is on presenting the formalism that is actually used to compute explicit
expressions in the field theory from a gravitational dual, which is the subject of this
thesis, whereas for details about the ideas on how this formalism can be derived from
first principles or embedded into the framework of string theory it will be referred to
the extensive literature on this subject — see e.g. [27,28] and references therein.
Consider an action Su[®] = [,, L[d®, ®], where & = (ea, ¢;) stands collectively
for a semi-orthonormal basis® e 4 and all other fields ¢; on some manifold M. Assume
that there exists a submanifold y C M with normal n such that the problem of finding

the classical solution,

DS = 0 on M,
o = 0O on Y, (2.18)
*_1 % = Hq; = H(O) on X

is well-posed, i.e. x is a characteristic surface for (2.18). Take j'” c {¢!” 7(”} to
be a set that contains half of the boundary values for the fields, denote by ’CEO) the
other half and assume further that S.; is an effective action resulting from taking the
classical limit of a string theory — or any other theory of quantum gravity for that

matter — with partition function Z = Z [j(o)]. Then there exists a dual field theory

i

3The metric is given by gu, = nABeAueBV. Choosing to use ey instead of g,. is because the dual
field theory is in general not expected to have Lorentz symmetry and it might be more convenient
to use a formulation where certain directions can be treated separately — like the timelike eg in the
Lifshitz model (cf. paper V) that is subiect to a different scaline condition than spacelike directions.
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defined on y with partition function Zpp such that
. . —iWTe© 5O
2[eDi = Zprlel), i = e WL (2.19)

(0)

where j; "’ are interpreted as sources for operators O;. In the classical limit,

Saled 3 = wie@ 51", (2:20)
where, by abuse of notation, S [eg)),j,,(;o)] stands for the evaluation of S; on a so-
lution of (2.18) that only has the boundary conditions imposed that are given by

E? and jgo).

e As W depends only on half of the boundary conditions, there must
be constraints C[®g, IIp] = 0. These come from replacing the missing half of bound-
ary conditions (2.18) with conditions that impose regularity conditions on the global

solution :

1. The metric is either regular, or, if there exist singularities, they are enclosed by

an event horizon.

2. Fields are subject to a radiation condition in the interior, respectively at the

horizon.

The surface gravity on the event horizon in condition 1. above determines the tem-
perature in the dual field theory. The radiation condition 2. determines which Greens
functions will be calculated in the dual field theory. The retarded (advanced) Greens
functions G;; are obtained by demanding the fields to be regular for spacelike mo-
menta and having an ingoing (outgoing) wave expansion for timelike momenta. The
choice of jgo) determines the thermodynamic ensemble of the dual field theory and the
scaling dimensions of the operators O;. Changing the choice of j,EO) would correspond
to a Legendre transformation. With this, in analogy to (2.11) and (2.12), one- and
two-point functions are given by

(©0)) — ¥ (2.21)
(0:05) «— Gij. (2.22)

For similar reasons than for using a semi-orthonormal basis instead of a metric for
a non-relativistic dual theory, it might also be more suitable to use a stress tensor
complex, consisting of energy £, energy flux £/, momentum P, and spatial stress
tensor Hi‘, instead of a covariant stress-energy tensor. By defining the conjugate

momenta 74 = **177,43%, setting A = {0,a} and using ¢ to denote time in the
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dual theory, relation (2.13) can then be rewritten as

E — 10(0), (2.23)
& e 1 o’ (2.24)
Pa — 7a(0), (2.25)
I, «—— 74 o (2.26)

As indicated earlier, the description above is rather schematic and leaves out several
details. Like in the case of AdS, ef), jgo) and t,go) on x do not enter in the original form
into the dual field theory but need to be rescaled, depending on the exact position
of x in M. Such things are however very specific to the particular model considered
and cannot simply be written down in full generality. In fact, the ways in which a
given manifold M could be sliced, i.e. the ways in which y could be embedded into M
are argued to be related to the renormalization group and/or field redefinitions in the
dual field theory — see e.g. [29,30] for rather recent developments. For the purpose of
this thesis, this will not be very relevant, as x is always taken to be at spatial infinity
and the rescaling will simply act to normalize the contributions which would diverge

in this limit.

2.4 Holographic renormalization

In the considerations so far, a detail that has been omitted is the formulation of the
action in way that it is well defined and finite on-shell. In many applications in physics
this is not of special significance as the action is often just used as a formal tool to use
a variational principle to obtain the equations of motion and the latter are actually

the center of attention. To illustrate this, consider the Einstein-Hilbert action
Sgn = —/ (R — 21\)1)]\1, (2.27)
M

whose variation results in the Einstein equations. A solution of these equations must
obey R = DQ—?QA on a D-dimensional Manifold M, but when evaluating (2.27) on-
shell, the integral would diverge if M contained a non-compact direction. As general
relativity is however defined by the Einstein equations and not directly by the eval-
uation of (2.27) itself, this is an issue of a merely formal nature. Contrary to this,

in the apolication of the holographic dictionarv the evaluation of the on-shell action
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is an essential ingredient of the formalism and thus it is of utmost importance that
divergent contributions to the action are cured. In physics, such a problem that an
expression might actually be ill-defined and needs to be rewritten in a way that no
divergences occur is not new and is often referred to by the euphemistic expression
‘renormalization’. In the context of AdS/CFT, the redefinition of the action is known
by the name holographic renormalization.* The procedure rather straightforward,
but, as aptly worded in [32], becomes of ’forbidding complexity’ when a higher num-
ber of dimensions or fields are involved. Thus, instead of presenting the procedure in
full detail, this section is just devoted to give an outline of the concept of holographic
renormalization.

The idea to make an ill-defined action & = [ £ finite on-shell can be traced
back to an observation in classical mechanics. There it is well-known that an action
Sy = fM Ly with £y = £ — d)\ would lead to the same equations of motion for any
choice of \. Hence, S can be considered as renormalized when A can be constructed
such that Sy is well-defined. To make more manifest which is the original Lagrangian
that needs to be renormalized and which are the terms needed to make S well-defined,
it is also possible — and done in practice — to write Sx = [,, £ — [;,, A The last
term, | o A 18 called the counterterm action. The complications in this procedure
arise when constructing \. In order to not interfere with the original setup, A should
only depend on the fields that enter £ and furthermore, the term faM A should also
preserve the symmetries of S. In general, this construction is very hard to achieve
unless an explicit solution of the equations of motion is known. It turns out, however,
that an explicit form of A can be obtained by an iteration process that returns the
final answer after a finite number of steps if M is assumed to have a certain structure
that can be outlined as follows. If there is a function r such that all divergences in
the metric and the fields occur as r — 0, then, in order to identify all divergences
in S it might be sufficient to just know the solution up to a certain order in r. The
details about this are of course very specific to the particular model considered. In
the case of asymptotic AdS or Lifshitz spaces that are of relevance for this thesis, r
will be some kind of radial function that in a certain sense measures the distance to

spatial infinity.

Example : scalar coupled to Einstein gravity

To illustrate the procedure of holographic renormalization and how a Legendre trans-

formation changes the thermodynamic potential of the dual theory, the example of a

4For a comprehensive overview check [311 and references therein.
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scalar field coupled to the Einstein theory of gravity is presented. The formal action

is given by

1 2
SV =— /M(R —2MN)upr + 5 /ch> A xd® + %/(D%M ; (2.28)

where v); = *1 denotes the volume form on the manifold M and @ is a scalar field.
For concreteness, dim M = 4 and m? = —2 is chosen, this means that the conformal
dimension Ag = 1 and the cosmological constant A = —3. The equations of motion

resulting from (2.28) are

R
R — 39w + 39 = Ty, 2.29)
O0b+20 = 0, (2.30)
where Tf’y stands for the stress-energy tensor of the scalar field,
P 1 1 K 2
T, = 5 [d®],[d®], — §[d<l>} [d®) g + P9 | - (2.31)

The manifold M is assumed to be asymptotically AdS, this allows to chose the
parametrization of the metric as ds? = T% (dr2 + gw,dx“d:v”) in the vicinity of spatial
infinity which is located at » = 0. Plugging this into the equations of motion results
in a power series expansion in r for g,, and ® after a longer calculation,
2
Juv = gl(jol/) + r2g/(1,21/) + T3 (t;(/,oy) - §¢(O)Tr(0)> + O("A) ) (232)

d = 1O ++220 L 003, (2.33)

where the coefficients are subject to the relations

1 1 2
2 _ 0 0 0 0
g = —Hlg' )]W+§<R[g< >}+§¢”>gﬁg, (2.34)
tO% = 0. (2.35)

s

In the above, ¢(2"" is used to raise indices, R[g(o)}W stands for the Ricci tensor of

the metric gff,)j) and R[g\"] = R[g(o)]nﬁ for the corresponding Ricci scalar. Using this,

it can be shown that the renormalized action,

1
sren = 80 +/ <2K +4+ R[y] + —) VOM (2.36)
oM 2
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where K is the extrinsic curvature and 7 = % denotes the restriction of the metric

to OM, is indeed finite on-shell. The holographic stress-energy tensor calculates to

B 2 oS8T
V—detg 0g,u

1
2K + 2R[y]M — (2K +4+ R+ 5@2) g (2.37)

) =

In a similar fashion, for the operator Og sourced by ® follows

1 587"877,

(O2) = 7r2\/fdetg 0P

(2.38)

where II = I — ® is the renormalized conjugate momentum of ®. Thus, when OM

is moved towards spatial infinity,

r—0 1
(Tw) = 3t + 5607V, (2:39)
(0g) =2 7O (2.40)

In order to consider an ensemble with fixed 411 instead of fixed 6@, the renormalized

action must be changed to
Srem = grem +/ vy - (2.41)
oM

This represents a Legendre transformation of (2.36). In this theory, an operator Op

with conformal weight Ay = 2 is associated with II such that

1
(Of) = ;<I> ) (2.42)
In the limit » — 0 then follows
O =% 4O, (2.43)

If Q = —T7S7emFucl apnd Q = —TS e Fucl denote the free energies of the two theories
above — which are calculated via the on-shell Euclidean action compactified on a circle
of length 1 — it follows from (2.41) that they are related by Q = Q — ¢(V7(?), which

is exactlv how a Legendre transformation chanees the potential in thermodvnamics.






Quantum criticality

3.1 Critical points

A critical point denotes the value g. of a control parameter g at which a transition
between two different phases in a material can occur. The parameter g can be thought
of as any kind of external parameter of a system, e.g. pressure, field strength of an
applied electric or magnetic field or the level of doping of a material. An observation
that is called universality is that in a large class of systems several of their properties
become independent of the dynamical details and are just characterized by so-called
critical exponents when a critical point is approached. For example, the correlation
length ¢ diverges as

Exlg—gel™ (3.1)

where v > 0 is the dynamical exponent for £. Another important quantity is the
dynamical critical exponent z, which relates the characteristic energy scale of the
system A with &,

Axg?. (3.2)

As A is inversely proportional to the characteristic time 7 of the system, this means
that 7 diverges as
Tox & (3.3)

19
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The divergence of £ and the vanishing of A indicate that there is no associated length

or energy scale in the system and it becomes invariant under the rescaling
t — N°t, r— AT, (3.4)

which is often referred to as Lifshitz scaling.

3.2 Quantum critical phenomena

A quantum critical point refers to a continuous phase transition that occurs at the
absolute zero of temperature. These phase transitions are not driven by thermal fluc-
tuations as in classical thermodynamics, but by zero point quantum fluctuations due
to Heisenberg’s uncertainty principle. Though the quantum critical point is actually
only defined at zero temperature, the physics at that point dominates regions away
from it at finite temperature. This is due to the fact that the energy scale A, the so-
called mass gap which describes fluctuations away from the ground state, vanishes at
g = ge- When temperature 7' is turned on, for regions where A < T' the system does
not know about these excited stated but is instead still described by the physics at
g = gc. Therefore, in the g — T phase diagram of the material, schematically depicted
in figure 3.1, a quantum critical region fans out that separates the two other phases.
This region can basically be thought of as being described by the coupling g = g..

Over the last decades, several measurements of materials near a quantum critical

T

Figure 3.1: A schematic depiction of a phase diagram near a quantum critical point. Two
phases are separated by a region which is described by the physics of the quantum critical
point at g = g. at finite temperature.



3.2 Quantum critical phenomena 21

point were made, see e.g. [33-36] to just name a few. These investigations brought
features to light that could not be described by the prevalent models in condensed

matter physics, like the Landau theory of Fermi liquids.

A prominent example of such materials would be heavy fermion metals, intermetal-
lic compounds that containing elements with 4f or 5f electrons. The name originates
from the fact that the conduction electrons below a a characteristic temperature be-
have as if they had an effective mass of 100-1000 times the mass of a free electron.
The properties of these componds derive from the partly filled f-orbitals of rare earth
or actinide ions which behave like localized magnetic moments. In a certain regime
at low temperatures, heavy fermion metals can be described by Landau Fermi liquid
theory via introducing quasiparticles which have the same charge and quantum num-
bers as electrons but a much higher effective mass. In this regime, the Sommerfeld
ratio settles down to a constant and the electrical resistivity is quadratic in tem-
perature. In measurements initiated by von Lohneysen et al. [33] it was found that
certain heavy fermion compounds can become quantum critical at a certain level of
doping. Several features in this quantum critical region, nowadays often referred to
as strange metal phase, are very dissimilar from predictions made by Landau Fermi
liquid theory. For example, the Sommerfeld ratio keeps growing continuously when
lowering temperature and fits indicate that it obeys an inverse power or inverse power
logarithmic law. Furthermore, the resistivity was also found to not be quadratic but
linear in the temperature. This means that the strange metal phase must be a new

type of electron liquid.

A strange metal phase is actually found in a variety of compound materials, includ-
ing unconventional superconductors like pnictide or cuprate superconductors. These
materials are not adequately described by BCS theory or Bogolyubov’s theory. An
illustration of a typical phase diagram for a cuprate high-temperature superconduc-
tor is shown in figure 3.2, it shows the appearance of a superconducting ’dome’ and
a phase with anomalous metallic behavior. It should be noted though, that these
features are not exclusive to cuprates and have also been observed in a variety of
other materials, including several heavy fermion compounds. It is hypothesized that
the strange metal phase, and even the superconducting regime, are governed by a
quantum critical point hidden beneath the dome [37,38] — though the appearance of
the latter could be suppressed by applying a strong magnetic field.

The strange metal phase as well as unconventional high-temperature superconduc-
tivity are novel features that still leave a lot of open questions about the underlying

phvsical process. Some phenomenoloeical models. like mareinal fermi liauids. were
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9e g

Figure 3.2: A schematic depiction of a phase diagram for a cuprate. A strange metal region
(sm) separates the Fermi liquid phase (FL) from a phase called pseudogap (pg). The strange
metal phase is believed to be governed by a quantum critical point g. which is covered
by a superconducting dome (SC). At low doping and temperature, the cuprate becomes
antiferromagnetic (AF).

developed in solid state physics that were able to reproduce certain features of high-
temperature superconductors. Despite this success, the modelling of non-Fermi liquid
behavior is still in its infancy and at the present day there is no widely accepted theory
that explains all of their properties.

As these systems are governed by strongly correlated electrons, it stands to reason
that they correspond to a region in parameter space where a holographic description
via a gravitational dual is feasible. In the next chapters, Lifshitz geometries and
electron stars are introduced which both were conjectured as a gravitational dual
description of a material in a non-Fermi liquid phase that is governed by a quantum

critical point.



Lifshitz holography

Though it was never written down by Lifshitz himself, the metric

2 2 2 2
which is invariant under the Lifshitz scaling (3.4) when also scaling r — Ar, is
nowadays often referred to as Lifshitz-metric, as a homage to his contributions to the
theory of critical points and phase transitions [39]. Despite (4.1) was already found
in [40], it not was conjectured as a model for a gravitational dual to a field theory
that is invariant under (3.4) until [41], which put it in the focus of much research
in the time thereafter. It would take too much space to summarize all contributions
made on this field, but some of the pioneering work was done in [42], where black
holes in asymptotically Lifshitz spacetimes were introduced, the treatise in [43,44]
that allowed for a setup with arbitrary dimension and critical exponent z, [45] where
the thermodynamic properties of these system were analyzed and [46], where after a
thorough investigation of systems with Lifshitz scaling also first ideas were presented,
how the gravitational model could be embedded into a string-theoretical framework.

The significance of metrics with asymptotic anisotropic scaling in the context
of gauge/gravity duality should not be underestimated. With regard to construct
gravitational duals to quantum critical systems which are invariant under Lifshitz
scaling in the UV limit, such metrics seem more relevant than asymptotically AdS
spacetimes which just incorporate conformal scaling z = 1. Furthermore, as the
majority of the work in the gauge/gravity duality had a focus on AdS/CFT and

23
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explicit examples of string theories with their dual non-conformal field theories are
not at hand, the similarities of asymptotically Lifshitz spacetimes with asymptotically
AdS spacetimes provide a starting point to generalize known results to a larger class

of applications.

Summary of published results

The work on this thesis began in I, where an earlier study of Lifshitz black holes [42,
44,47] was continued. In a first part, the global structure of static asymptotic Lifshitz
black holes was studied. By a general argument, it was shown that they contain a
null curvature singularity, which was in agreement with the fistful of known exact
solutions. In a second part, a Maxwell gauge field and a charged scalar were added
to the black hole. This allowed for a phase transition at a critical temperature where
the scalar field forms a condensate, indicating a superfluid phase that can also lead
to superconductivity as in the case z = 1.1 This construction could be relevant for
solid state physics, where superconducting systems at Lifshitz points are known [51].

In the subsequent publications II and III, several properties of Lifshitz black holes
were further investigated. In the absence of a condensate, the zero temperature limit is
an equivalent of an extremal AdS-RN black brane, i.e. a configuration with vanishing
surface gravity but non-zero entropy. It was shown that the coupling of the system
to the scalar field remedies this and leads to a ground state with vanishing entropy,
indicating that this configuration is stable. An intriguing result was that the simple
gravitational model investigated was able to qualitatively reproduce the non-Fermi
liquid behavior of the Sommerfeld ratio observed in some heavy fermion alloys at
critical doping [35,52], i.e. an unbounded growth when the temperature goes to zero.

Finally, in V some aspects that were omitted in previous studies of Lifshitz models
were examined. By an investigation of the asymptotic expansion near spatial infinity,
a holographic renormalization procedure was presented that allowed thermodynamic
potentials to be defined for dyonic Lifshitz black holes — carrying both electric and
magnetic charge — in such a way that standard thermodynamic relations hold. This
extended the work in [45,53] and confirmed that the thermodynamic treatment of
charged Lifshitz black holes in previous publications was justified. The paper also
provided an analysis of magnetic properties. In contrast to AdS black holes which
are always diamagnetic, Lifshitz black holes were shown to allow for paramagnetic

behavior in certain regions of the parameter space.

LSee [48-501.
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Ongoing and future research

During the work on this thesis, some further aspects of Lifshitz models were investi-
gated. These have not been published so far but some of them were reported on at
various conferences.

One observation was that the extremal Lifshitz black brane has a near horizon
geometry which is AdSy; x R"2, analogous to the extremal AdS-RN black brane.
This suggests that many aspects of the near horizon analysis in [54] can be carried
over to Lifshitz geometries, though a thorough treatment of this was postponed in
favor of other projects.

The anomalous Sommerfeld ratio was also calculated in the presence of a scalar
condensate and was found to be discontinuous at the phase transition. This behavior
was qualitatively in agreement with results from measurements made in heavy fermion
compounds in the transition to a superconducting state [55].

There is also an ongoing project that deals with the probing of systems with
anisotropic scaling by free fermions along the lines of the pioneering work in [54,
56,57] and an analysis of the single fermion spectral function. Preliminary results
here indicate that many features resemble those previously obtained in asymptotic
AdS spacetimes. In the same project, transport properties of Lifshitz systems are
investigated. Some new technical issues arise in the computations, but the results
here are also qualitatively similar to those in AdS backgrounds.

Another direction that could be pursued now that the holographic renormalization
and thermodynamic properties of these systems are better understood, would be to fix
a certain value of z and scan through all remaining parameters to find the full phase
diagram of the system, in an analogous fashion to [58] where such an investigation was
made for z = 1. This could illustrate which configuration — i.e. anisotropic or isotropic
scaling or the presence of a condensate — would minimize the free energy depending
on the value of the parameters that determine the thermodynamic ensemble of the
dual field theorv.






Electron stars

Electron stars were introduced in [59] and were conjectured as gravity duals for sys-
tems with strongly interacting fermions. The motivation behind this was to obtain a
holographic model that incorporates an electromagnetic and gravitational backreac-
tion on the internal bulk geometry. The name electron star was chosen as an analogy
to the concept of a neutron star in astrophysics, which is described via a solution of
the Einstein equations coupled to a perfect fluid [60,61]. An electron star is similarly
constructed, but with the difference that the fluid is assumed to be charged and the
equation of state is modeled after zero temperature Fermi statistics. Thus, the star
can in a certain sense be seen as a mean field description of an electron fluid where
local features and interactions were coarse-grained such that the resulting model is
described through its pressure, charge density, energy density and the four-velocity
of its current. The construction also neglects local effects of gravitational or elec-
tromagnetic interactions in the equation of state, which is a valid and fairly natural
assumption in a parameter regime where the action describing this model is assumed
to be the classical gravitational effective action of an underlying string theory in
the ’probe brane’ limit [59]. Outside this parameter regime the groundstate for a
holographic fermion system is described by other configurations [62].

Investigations showed that the UV region of electron star models are AdS, but in
the IR they exhibit Lifshitz scaling with a non-universal dynamical critical exponent
z that depends on the couplings of the model, indicating the emergence of non-
Fermi liquid behavior. In rather recent developments, these objects were also shown

to contain other features that are characteristic for fermionic systems, like Kosevich-
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Lifshitz quantum oscillations [63] and a series of Fermi surfaces such that the Luttinger
count is satisfied [64].

Summary of published results

In IV, the original model of [539] was generalized to non-zero temperatures. This was
achieved by constructing a configuration where an electron cloud is suspended over
the horizon of a AdS-RN black brane whose charge has the same sign, such that
electrostatic repulsion balances the gravitational attraction. In the limit of vanishing
temperature the radius of the horizon recedes to zero and the original electron star is
recovered. In this limit, the free energy smoothly approaches the value of the electron
star. By considering the scalar curvature, it was also demonstrated how Lifshitz
scaling emerges in the interior of the electron cloud and gives rise to the Lifshitz
IR geometry of the electron star. With rising temperature, the black hole absorbs
more and more charge from the electron cloud and at a certain point there is a phase
transition to a AdS-RN black hole with no electron cloud. By considering how the
free energy varies with temperature it was shown that this transition is of third order
and that the electron cloud configuration is thermodynamically preferred below the
critical temperature. Transport properties of the system were also investigated and it
was found that the conductivity interpolates smoothly between the zero temperature
electron star and the pure AdS-RN configuration.
Some of these results overlapped with independent work in [65].

Ongoing and future research

In an ongoing project whose results will be submitted for published in the not too
distant future, electron stars are investigated for signs of a sharp Fermi surface that do
not depend on external probes. A way to do this is to search for non-analyticities in
current-current correlation functions in the shear channel! that give rise to Friedel-like
oscillations. However, a first investigation of this correlation function did not reveal
any such features. In hindsight, this may not be too surprising when it is recalled
that Friedel oscillations occur in systems possessing a sharp Fermi surface where the
internal degrees of freedom are subject to a polarization process. In the setup of
an electron star, the bulk fermion fluid is modeled as an ideal fluid that is void of
any internal features that could be polarized by the appearance of fluctuations in the
gauge field. It can be speculated that this may be remedied when the description of

IThis is technically simpler than investigating the sound channel, but it is expected that both
channels should capture similar features.
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the bulk fermion fluid was generalized in a way that incorporates more of the local
features that perished in the process of coarse-graining to an ideal fluid.

A more positive result that came from calculating correlation functions in the
shear channel was that the numerical results suggest that all quasi-normal modes
are restricted to the lower half of the complex frequency plane, as it is the case for
an AdS background [66]. This indicates that fluctuations around the electron star

confieuration do not cause instabilities.






Conclusions

Though the concept of holography in string theory and its mathematical formulation
is still at the level of conjecture, the analysis of holographic models has so far not en-
countered any insurmountable obstacles. Encouraged by the success of the AdS/CFT
conjecture in supersymmetric systems, these ideas have been extended to systems
with less symmetry. The results obtained here were rather encouraging to continue
investigations of these models as several of their properties were found to be in accord
with condensed matter theory or experiments.

This thesis made a contribution towards a holographic description of quantum
critical phenomena and strongly interacting fermion systems. A major lesson learned
from the investigation on Lifshitz models is that with a slight modification, many
results known from the AdS/CFT duality can be carried over to a holographic de-
scription of quantum critical systems that are invariant under anisotropic scaling in
the UV. This clarified several issues about how to formulate a holographic dictionary
for a non-conformal non-relativistic gauge/gravity duality. An intriguing byproduct of
this analysis was the qualitative agreement of predictions of these models with actual
experimental data. Also, a better understanding of several properties of the recently
proposed electron star models was developed. They seem promising candidates to
obtain a holographic description of a Fermi surface for strongly correlated electron
systems, but many aspects of this remain to be investigated in future work.

The models presented in this thesis are able to capture qualitative features of
quantum critical systems. Nonetheless, they are not yet developed to a level of detail

where they could actually be used to fit experimental data and there is still much
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work to be done to fully establish holography as a tool for condensed matter physics.
Noting that after almost one and a half decade after its formulation even the original
AdS/CFEFT correspondence still remains a conjecture, it seems likely that there is a

long wav ahead until this dream can finallv be seen to come true.
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Abstract

Black holes in asymptotically Lifshitz spacetime provide a window onto finite
temperature effects in strongly coupled Lifshitz models. We add a Maxwell
gauge field and charged matter to a recently proposed gravity dual of (2+1)-
dimensional Lifshitz theory. This gives rise to charged black holes with
scalar hair, which correspond to the superconducting phase of holographic
superconductors with z > 1 Lifshitz scaling. Along the way we analyze the
global geometry of static, asymptotically Lifshitz black holes at the arbitrary
critical exponent z > 1. In all known exact solutions there is a null curvature
singularity in the black hole region, and, by a general argument, the same
applies to generic Lifshitz black holes.

PACS numbers: 11.25.Tq, 04.70.—s, 64.70.Tg, 74.20.Mn

(Some figures in this article are in colour only in the electronic version)

1. Introduction

A holographic superconductor [ 1, 2] is dual to an asymptotically AdS spacetime with a charged
black hole carrying scalar hair. It is a theoretical construction where a superconducting phase
transition in a strongly coupled system is studied via the AdS/CFT correspondence [3].
Having a black hole places the system at finite temperature, the black hole charge gives rise
to a chemical potential in the dual theory, and the scalar field hair signals the condensation
of a charged operator in the dual theory. Without a chemical potential all temperatures are
equivalent due to the underlying conformal symmetry and there can be no phase transition.
With a chemical potential, on the other hand, a new scale is introduced that allows for a phase
transition at some critical temperature.

The black holes in question are found as solutions of AdS gravity coupled to a Maxwell
gauge field and matter in the form of a charged scalar. Black holes that are neutral under the

1751-8113/10/065401+18$30.00 © 2010 IOP Publishing Ltd Printed in the UK 1
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Maxwell field do not develop any hair. Near a charged black hole, however, the gauge field
sourced by the black hole couples to the charged scalar and induces a negative mass squared
sufficient for condensation provided the temperature is low enough. It was observed in [4]
that even a neutral scalar can lead to condensation below a non-zero critical temperature due
to the existence of a new and effectively lower Breitenlohner—Freedman bound [5] near the
horizon of a low temperature, near extremal, AdS—Reissner—Nordstrdm black hole. See [6]
and [7] for recent reviews of holographic superconductivity.

In the present paper we show that similar phenomena can occur in a theory exhibiting
Lifshitz scaling:

t — A't, X — AX, (1.1)

with z # 1. Models with scaling of this type have, for example, been used to model the
quantum critical behavior in strongly correlated electron systems [8—11]. Our starting point
is the model proposed by Kachru er al [12] for the holographic study of strongly coupled
(2+1)-dimensional systems with Lifshitz scaling. While this model in itself does not support
a phase transition to a superconductor it turns out that a relatively simple extension does.

A quantum critical point exhibiting dynamical scaling of the form (1.1) has a gravitational
dual description in terms of a spacetime metric of the form

2 2 22 97
ds“=L —r‘dt+—2+r dx), (1.2)
r
which is invariant under the transformation
. r
t — A, r— e X —> AX. (1.3)

Here L is a characteristic length scale and the coordinates (z, r,x', x?) are taken to be
dimensionless. Critical points with z > 1 are often said to be non-relativistic. This can
be motivated by considering null geodesics at fixed r = r( in the Lifshitz background (1.2).
Along such a geodesic one finds that (dx/dr)? = rngz and so for z > 1 the effective speed of
light in the boundary theory diverges as ry — co.

In [12] it was shown how the fixed point geometry (1.2), with z > 1, can be obtained
from an action coupling (3+1)-dimensional gravity with a negative cosmological constant to
Abelian two- and three-form field strengths:

1 1
S = /d4x«/—g(R — 2A) — 5 / *F(z) A F(z) — 5 f *H(3) AN H(3) — C/ B(z) A F(g)_

(1.4)
with Hiz) = dB() and the cosmological constant and the coupling between the form fields
given by A = —;T‘Z“‘ and ¢ = JLT The equations of motion for the form fields can be
written as

d * F(z) = —CH(3), d * H(3) = —CF(Q), (15)

and the Einstein equations are
G;w + Agp.v = %(F;LAFV)L - %gp.vF}uJF)m) + %(H;L)\UHV)L“ - éguquapH)mp)' (16)

Black holes in this (3+1)-dimensional gravity theory were considered in [13], where
numerical black hole solutions were found at z = 2 and used to study finite temperature
effects in the dual (2+1)-dimensional system. Related work on Lifshitz black holes can be
found in [14], where topological black holes with hyperbolic horizons were included, and in

2
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Figure 1. Conformal diagram for a Lifshitz black hole. The thick lines denote null curvature
singularities.

[15, 16], where black holes at general values of z were considered*. These Lifshitz black holes
carry a charge that couples to the two-form field strength F(,), but they are in many respects
more analogous to AdS—Schwarzschild black holes than charged AdS—Reissner—Nordstrom
black holes. In particular, since the black hole charge cannot be varied independently of the
black hole area, there is only a one-parameter family of black hole solutions for a given value
of z.

We will see below that without additional ingredients the underlying Lifshitz symmetry
prevents the system from undergoing phase transitions. We therefore extend the system to
include a Maxwell field, with field strength F(»), and a scalar field y that is charged under the
new gauge field but neutral under the original Lifshitz fields F») and H(3). This turns out to
be sufficient in order to observe a superconducting phase transition characterized by Lifshitz
scaling with z > 1. In our modified theory, it is the Maxwell field F(,) that corresponds to
physical electromagnetism while the original Lifshitz gauge fields are viewed as an auxiliary
construction, whose only role is to modify the asymptotic symmetry of the geometry from
AdS to Lifshitz.

The plan of the rest of the paper is as follows. We begin in section 2 with a brief review
of Lifshitz black holes in the model (1.4). We extend previous treatments by considering the
global geometry, including the black hole interior. In those cases where an exact solution
is known, we find a null curvature singularity at » = 0 and a Carter—Penrose diagram as
shown in figure 1. We show that a null singularity is generic for black holes in this model. In
section 3 we generalize the model to include an additional Maxwell field. We exhibit a family
of exact solutions at z = 4, which describe Lifshitz black holes that are charged under the
new Maxwell field and obtain numerical solutions for charged black holes at other values of
z > 1. These black holes can be viewed as the Lifshitz analog of AdS—Reissner—Nordstrom
black holes. In section 4 we further extend the model by adding a charged scalar field and look
for the black hole instability that signals the onset of superconductivity. Finally, we conclude
with some final remarks in section 5.

4 Black hole solutions in other gravity models exhibiting Lifshitz scaling have been considered in [17—19].
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2. Lifshitz black holes revisited

The action (1.4) is known to have spherically symmetric static black hole solutions of the form

2
ds? = L2< —rEfr)de + @ dr? +r2(de% + x (6)* d¢2)>, @.1n
r
with
sin@ if k=1,
x@®) =16 if k=0,

sinh 6 if k=-—1,

where k = +1, 0, —1 corresponds to a spherical, flat and hyperbolic horizon, respectively.
An asymptotically Lifshitz black hole with a non-degenerate horizon has f(r), g(r) — 1 as
r — oo and a simple zero of both f(r)? and g(r)~2 at the horizon r = ry.

2.1. Exact solutions and global extensions

Several families of numerical solutions of this general form have been found [13-15] along
with a couple of isolated exact black hole solutions. These are a z = 2 topological black hole
with a hyperbolic horizon [14]:

1 [ 1
f(")=%= I*ﬁ: 2.2

and a z = 4 black hole [15]:

oy = —— = 1+ 3 2.3)
r = = - .

: g(r) 10r2 4004’

with k = £1. The k = +1 case has a spherical horizon while k = —1 corresponds to a

topological black hole with a hyperbolic horizon. When we extend the system to include an
additional Maxwell gauge field (see section 3 below) we will see that the exact z = 4 solution
(2.3) is a special case of a one-parameter family of exact solutions in the extended theory.

We start our discussion by working out the global geometry of the exact z = 2 topological
black hole (2.2) and constructing the associated conformal diagram. In order to study the
interior geometry of a black hole, one looks for coordinates that are non-singular at the black
hole horizon and allow the solution to be extended into the black hole. The first step is to
transform to a tortoise coordinate r, for which

1

ds? = L? (r4 (1 - ﬁ> (—dr® +dr2) + r2(dx? + sinh? Xd¢2)> ) 2.4)
Here r is to be viewed as a function of r, determined via

dr 3 1

£-(-2)
which integrates to

1
r= (2.6)

V2T =exp(ry, — )

As usual, the tortoise coordinate r, goes to —oo at the horizon but note that it goes to a
finite value in the r — oo asymptotic region. This is easily seen to be a generic feature of
asymptotically Lifshitz black holes for any z > 1.

4
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Next we form the null combinations v = t +r,, u = t — r, and perform a conformal
reparametrization
v V=exp[iv—r)],

2.7
u—>U=—exp[—3@+r)], @D

which brings the metric into the form
ds? = L*(—4r* dU dV + r2(d6? + sinh? 6 dg?)). (2.8)

In these coordinates the geometry is manifestly nonsingular at the event horizon and the
solution can be extended to r < 1/+/2.
In general, when extending a black hole solution through a non-degenerate horizon, the
required conformal reparametrization is of the form
v— V =aexpkv),
2.9)
u — U= —aexp(—ku),
where « is an arbitrary constant and « is the surface gravity of the black hole in question.
The surface gravity determines the Hawking temperature, Ty = 5, and it is easily checked
by other means that Ty = ﬁ is the correct value for the z = 2 black hole in (2.2). We have
chosen the value of the constant « in (2.7) such that UV — —1 in the r — 0o asymptotic
limit.
The z = 2 topological black hole has a curvature singularity at » = 0, which can for
example be seen by computing the Ricci scalar®

1

R= 212

1 —22r%. (2.10)

It follows from
1
-Uv=1-— 2.11
2r2 @10
that » — oo corresponds to UV — —land r — 0to UV — oo. The Carter—Penrose
conformal diagram® in figure 1 is then obtained by writing

P
% :tan%, U :tan%. 2.12)

The z = 4 case can be dealt within a similar manner. There is a null curvature singularity
at r = 0 and the tortoise coordinate for a z = 4 black hole is given by

1 1
Fe— 1y = TROETS) log <1 - f—é) + TNOETS] log (1 + %) , (2.13)
with b = %(2|k| — k) and b, = %(2|k| + k). The change of coordinates to
V = exp[bi (b1 +by)(v — 7)), U = —exp[—bi(by + by) (u +1r.7)] (2.14)
renders the metric nonsingular at the horizon:
2 2 r® by - 20402 1 2 2
ds*=1L <—K2 <1+r—2> dU dV +r2(d6~ + x“(0) dp )). (2.15)

3 The fixed point geometry (1.2) is also singular at = 0 but in a relatively mild way. All scalar invariants constructed
from the Riemann tensor are finite but tidal effects between neighboring null geodesics diverge as r — 0. See for
example [6].

© We refer to figure 1 as a conformal diagram but it should be kept in mind that the boundary at » — oo is in fact not
conformally flat due to the asymmetric scaling of the spatial and time directions in asymptotically Lifshitz spacetime.

5
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The Hawking temperature of these z = 4 black holes is

1
Ty = —Q—k% 2.1
H 200”( )s (2.16)
and the Ricci scalar is given by
R = ! ok? 3k 54 2.17)
L2\ 20004 52 ' ’

There is a null curvature singularity at r — 0 and the conformal diagram is that of figure 1.
In section 2.3 below, we present a general argument that this conformal diagram applies to all
black hole solutions of the system of equations (1.5)—(1.6).

2.2. Lifshitz black holes at general z > 1

The exact solutions offer a glimpse at the parameter space of Lifshitz black holes at isolated
points. More generic solutions can be obtained numerically. We are interested in the global
geometry including the black hole interior. For this we take our cue from the extension of the
exact solution described above and write the metric in the form

ds? = L [—e®V" dy du + 722 @0 (de% + x (8)* de?)]. (2.18)

The notation is descended from two-dimensional gravity and allows the field equations to be
written in a relatively economical way. With this ansatz the metric is characterized by two
field variables, p and ¢, which determine the local scale of the v, u plane and the scale of
the transverse two-manifold, respectively. The null coordinates v, u are related to the ¢, r
coordinates in (2.1) via v =t +r,, u = t — r,, with the tortoise coordinate r, given by

o {5 ~
re—r® = —/ = 8@ (2.19)
r P
The Lifshitz fixed point geometry (1.2) has f(r) = g(r) = 1 and in that case
1
re=ry— . (2.20)
zre

More generally, we see from (2.19) that r, goes to a finite value asymptotically for any Lifshitz
spacetime, for which f(r), g(r) —> 1 asr — oo.

2.2.1. The equations of motion. ~With the following ansatz for the form fields:

Foy =L fou (v, u) dv A du, (2.21)
Hey = L*(hy (v, u) dv — hy, (v, u) du) A d6 A x(0) dg, (2.22)

their field equations (1.5) become

—0, (e f) = \/g By, (2.23)
R R %hu, (2.24)
—3,(ehy) + 3y (*hy) = V22 fuu. (2.25)

These can in turn be re-expressed as a single second-order equation,

0,0,] + 0,80, ] + 8,90, + 5 ] =0, (2.26)
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where we have defined
F=e7 (2.27)

The equations of motion for ¢ and p are obtained from (1.6):

20426 (2+z+4) 2 1.
8

k
— 0,0, +20,00,¢ + s 7 Fre?td =, (2.28)

k . 1 -
—0,0up + 3,0, + a e _ 3 Fre?rtie 4+ % e*d, o, f = 0. (2.29)
Z

The conformal reparametrization (2.9) will render the metric nondegenerate at the horizon.
The form of the field equations remains the same in the V, U coordinate system with a
transformed conformal factor:

W) — (i 2y ) 2oV, (2.30)

‘We now adapt a simple numerical method, which was originally developed for the study of
two-dimensional black holes [20], to the case at hand. We introduce a new spatial variable

s=-UV (2.31)

and restrict our attention to static configurations. The field equations become

0=sf"+F +2s¢'f — Zfe”, (2.32)

z

2
247+ -

0= S(]b” +¢/ _ 2s¢/2 + % e2p+2zj> + w eZp _ ﬁfZ eZp+4q§’ (233)

k 1. y ~
0=sp"+p —s¢”+ : Q202 _ Efz Q2rtie _ S & 2

, 2.34
> 234)

where primes denote derivatives with respect to s.
The Lifshitz geometry (1.2) is given by

- —1

with r(s) is obtained from (2.20) and (2.31). The horizon at r = 0 is singular and as a result
« can take any value in the Lifshitz geometry. The z = 2 topological black hole has f = r?
with r(s) = 1/4/2(1 —s), while the z = 4 black holes turn out to have f = +/6(r? + £,

with 7 (s) obtained via &= = r3(1 + ;& — ;22+) and (2.31).

2.2.2. Numerical solutions. The event horizon is at s = 0 and s is negative inside the black
hole. With the assumption of a regular horizon we can read off the following relations among
initial values at s = 0:

@' (0) = % (—k e _ (2'2271“‘) + f(0)? e4¢<°>) 2O (2.36)
Fo = % F0)e*®, (2.37)
0'(0) = % _gew(‘” + f(0)? e4¢<°>> 2O, (2.38)

7
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These initial values can now be used to start a numerical integration of the system (2.32)—
(2.34) from near s = 0, either outward toward s > 0 or into the black hole interior at s < 0.
Inequivalent solutions are parametrized by ¢ (0) and f (0). The ¢(0) initial value gives the
value of the area coordinate at the horizon through the relation r = ¢~ and f(0) determines
the magnitude of the radial two-form field at the horizon. A shift of p(0) amounts to a global
rescaling of the s coordinate and does not affect the geometry.

As discussed in [13], ¢ (0) and 7 (0) cannot be varied independently while preserving the
asymptotically Lifshitz character of the geometry. In the z = 2 case considered in that paper,
there is a zero mode of the linearized system of equations near the Lifshitz fixed point, which
must be set to zero for the system to approach the fixed point geometry (1.2) as r — oo. This
requires a fine-tuning of parameters which uniquely determines f (0) in terms of ¢ (0) or vice
versa. In [15], it was shown that at z > 2, the zero mode is replaced by a power-law growing
mode which must be set to zero to obtain an asymptotically Lifshitz geometry. The question
was more subtle at z < 2 where instead there is a mode with a weak power-law fall-off but a
finite energy argument [15, 21] may be employed to conclude that this mode must also be set
to zero’.

With the variables that we are using here there is a simple criterion to identify the subset
of initial values ¢(0) and f(0) that led to asymptotically Lifshitz black holes for any value
of z > 1. We already learned from (2.19) that the numerical integration toward s > 0,
i.e. toward the asymptotic region, will terminate at a finite value s = so,. We also know
that e — 22 as r — oo for asymptotically Lifshitz geometry. For a given ¢ (0) we
tune f (0) until the combination p(s) + z¢(s) goes to a finite value in the limit 5 — s4.
Furthermore, through the transformation rule (2.30) for the conformal factor we can read off
the Hawking temperature of the black hole:

1 )
Ty = ~ lim e P®)=6) (2.39)

T2 27 5o e

once we have fine-tuned the initial data to give a finite limit. This method works the same way
for both z > 2 and z < 2. Although the unwanted mode is slowly decaying as a function of r
when r — oo in the z < 2 case, it has a growing amplitude as a function of s due to the rapid
growth of ;—_: as s —> Seo-

A numerical solution for both the exterior and interior geometry can now be obtained by
separately integrating toward positive and negative s, using the same fine-tuned initial data,
and then patching the two solutions together across s = 0. Figure 2 shows a numerical black
hole solution at z = 4 obtained in this manner. The curvature singularity is at s — —oo in
these coordinates and the numerical evaluation will break down before it is reached.

2.3. Global geometry of generic Lifshitz black holes

‘We now give an argument that the conformal diagram in figure 1 applies to a generic Lifshitz
black hole solution that has a single non-degenerate horizon and is obtained from the action
(1.4), for some value of z > 1. To do that, one examines the asymptotic behavior of solutions
to the system of equations (2.32)—(2.34) near the singularity, i.e. as s — —oo. The structure
of the equations restricts the asymptotic behavior to one of two types. The first type has

L e =(—5)%e¢P+ ..., e =(—s) 2+ ..., f=(=5)2fo+---, (2.40)

7 By the energy argument of [15], a second mode of the linearized system should also be set to zero in the z < 2
case, leading to at best a discrete spectrum of Lifshitz black holes at z < 2. This condition is too strong, indicating
a problem with the background subtraction used in [15]. An alternative definition of the energy of asymptotically
Lifshitz solutions, based on boundary counterterms, recently appeared in [21] for which only a single mode needs to
be fine-tuned away in order to have finite energy at z < 2.

8
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Figure 2. Numerical solution for a z = 4 Lifshitz black hole with p solid, ¢ dashed and f
dot-dashed. The horizon is at s = 0 and r — oo corresponds to s — 1.

where «, ¢, pp and f are non-universal constants. The assumption that » — 0 as s — —oo
amounts to the requirement o > 0 but otherwise these constants are unrestricted a priori®.
With ¢ > 0 the last term in (2.32), the last two terms in (2.33) and the next to last
term in (2.34) are sub-leading for this type of solution. The remaining terms in (2.32) cancel
automatically at leading order, while (2.33) and (2.34) are satisfied at leading order if
k z
5 Q2020 — o2 frett = >
It follows that this type of asymptotic behavior can only be realized in a k = —1 geometry. It
can be easily checked that the z = 2 topological black hole solution is of this type with & = 1

The other possible behavior near the singularity is ’
I e =(—s)feP+ ..., e’ = (—s) B V2er0 4. F=fot+ -,
J=E it (2.42)
with B > 0. In this type of solution the last term in (2.32), the fourth and fifth terms in

(2.33) and the fourth term in (2.34) are subleading as s — —oo. The remainder of (2.32) is
automatically satisfied at leading order, while (2.33) and (2.34) require

(2.41)

2
%0 Xt = g2, fi= % foe™. (2.43)
This time around there is no restriction on the value of k. The exact z = 4 black hole solutions
fall into this category, with = % inthe k = 1 caseand 8 = % in the k = —1 case.

The Ricci scalar diverges in the s — —oo limit. For type I solutions, the leading behavior

ISR = # +- - -, while for type II solutions we find R = szf, +- - -. The curvature singularity
atr — 0 is always null. This follows immediately from the fact that
e¥ — 0, as s — —o0, (2.44)

for both allowed types of asymptotic behavior. As a result, the conformal diagram in figure 1
describes generic asymptotically Lifshitz black holes with a single non-degenerate horizon
that are obtained from the action (1.4).

In the notation used in [13], appropriately continued to inside the horizon, a type I solution
has f o< r'7%, g o« %, h oc 1 and j oc =, for small r. The corresponding limiting behavior

of a solution of type ITis f o< r>7%, g o< r2, h oc r2 and j o< r 2.

8 We note that our argument assumes that » — 0 as s — —oo and does not preclude the existence of solutions with
a smooth inner horizon at which » — r_ as s — —oo for some finite »_ > 0. On the other hand, none of the known
exact solutions at z > 1 have such an inner horizon.
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3. Charged Lifshitz black holes

We wish to extend the notion of a holographic superconductor to systems with Lifshitz scaling.
In order to do this, we need to introduce some additional ingredients to the gravity model that
we have been considering. As it stands, the model has only a single characteristic length
scale and does not support a superconducting transition, or any other phase transition for that
matter. If we want to make phase transitions possible, we need to introduce a new scale into
the problem. This can be seen explicitly as follows. The gravitational dual of a holographic
superconductor is a charged plane-symmetric black hole with hair [4], so for this application
we work with £ = 0 geometries of the form

ds? = L2[—e* " dv du + 72400 (dx? + dy?)]. G.D

The plane-symmetric black hole geometry has a scaling symmetry, which is absent for
spherical or hyperbolic horizons. The metric is invariant under a global rescaling of the planar
coordinates x, y — e%x, e*y accompanied by a uniform shift ¢ — ¢ + o while keeping
p, v and u unchanged. On the other hand, such a shift changes the Hawking temperature
(2.39). Since different non-zero Hawking temperatures can be mapped into each other by
scale transformations they are all physically equivalent in this system and there cannot be
any phase transitions. Another way to state this is that in a scale invariant theory at finite
temperature there is no other length scale apart from that defined by the temperature itself and
therefore different temperatures must be physically equivalent.

There are different ways to add another length scale to the Lifshitz system. We chose to
do this by letting our black holes carry an electric charge, which couples to a Maxwell field
F2). This corresponds to introducing a non-zero charge density into the dual field theoretic
system [4] and adds a term to the action

1
Srp=—3 / *Fo) AT, (3.2)

which has the same form as the kinetic term of F() and contributes in same way to the field
equations. Introducing a new gauge field may, at first sight, appear to be an unnecessary
complication given that the model already has a two-form field strength, F(»), and a three-form
field strength, H(3), which couples to the two-form field and could be viewed as a form of
charged matter. While such an interpretation could in principle be pursued, we find it more
useful to consider F(y) and H(3y as auxiliary fields, that only couple to gravity, and whose
only role is to give rise to gravitational backgrounds with Lifshitz scaling. We are then free
to separately include the physical electromagnetic field F(;) and introduce charged matter
that couples to it but not to the Lifshitz form fields. The manner in which we construct
our holographic superconductors with Lifshitz scaling is analogous to the corresponding
construction for the z = 1 case in [4]. In fact, in the limit z — 1, our system reduces to
the one considered by those authors and we have used this to check our numerical algorithm
against known results for z = 1.
Writing

Foy =L pyu(v,u)dv Adu, (3.3)
the Maxwell equations for 7,y reduce to

(€7 pu) = 0= 8,7 puu). 3.4
The general solution can be written as

Pu= Qe (3.5
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and has a simple interpretation as the Coulomb field of a point charge. Now consider a black
hole with charge Q in the s variable. Since the new gauge field does not couple directly to
the original Lifshitz gauge fields, the field equation for f (2.32) remains unchanged while
equations (2.33) and (2.34) pick up terms involving the black hole charge’:

2
0=s¢"+¢ — 250 +§eZp+2¢ " wem _ %(]?2 +02) (3.6)
0=s0"+p — 567+ Z Q20726 _ %(Jzz +0%) et _ 21 72, (3.7)
Z

The field equations can be numerically integrated as before and we will present some numerical
results below, but before that we present some exact solutions. In the first example we recover
the well-known AdS—Reissner—Nordstrom solution as a special case with z = 1 and f = 0.
This provides a check of the formalism. The remaining examples are new and describe
one-parameter families of charged Lifshitz black holes at z = 4.

3.1. AdS-RN black holes at z = 1

The AdS—Reissner—Nordstrom solution at z = 1 describes an electrically charged black hole
in asymptotically AdS spacetime. In the variables we are using, it is given by

1 2 Q2
e =tk -~ <r,3, +kry + 7> += (3.8)
r rn r

with k = +1,0, —1 for a spherical, flat or hyperbolic horizon at » = r,. The relationship
between the area and tortoise coordinates is

dr ) 1[4 2 Q?
— =r"tk—— +kry+ — |+ =, 3.9
dr, g r (rh " o r2 (3:9)
and the Lifshitz gauge field f is everywhere vanishing. Tt can be easily checked that
2P — Lz 62’)(’*), e ¢() — 7, (3.10)
ks

with s = e+~ is a solution of equations (3.6) and (3.7) with f = 0.
The Hawking temperature

1 k 2
TH:7<3rh+f_QT) (3.11)
4 B
goes to zero as the charge approaches the extremal value for a given horizon area:
Ty — 0 as Q% — Q2,=3r}+kr?, (3.12)

as shown in figure 3.

3.2. Exact solutions for charged black holes at z = 4

Numerical work is required in order to explore the full parameter range of asymptotically
Lifshitz black hole solutions at z > 1 but exact solutions are useful, even if they only apply in
special cases. We have found a family of exact charged black hole solutions for z = 4, which

° For completeness we allow for k # 0 in the field equations but we are primarily interested in the k = 0 case for the
application to holographic superconductors.
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Figure 3. The Hawking temperature of charged black holes withr, = 1,k = +1 forz =4, 2, % 1
from bottom to top. The temperature is normalized to the temperature of the corresponding
uncharged black hole while the charge is normalized to the corresponding extremal charge. The
curve for z = 1 is plotted from the analytic expression (3.11) while the z > 1 curves are obtained
from numerical solutions.

generalize the isolated z = 4 solutions discussed in section 2.1. In the notation of equations
(2.2)—(2.3) the metric is given by

1 k 3k? 0?
fn=25= \/1 "0 T 300 T 2 (3.13)
with k = +1,0, —1. The metric reduces to the z = 4 solutions of section 2.1 when Q = 0
and k = %1 while the Q = 0, k = 0 case reduces to the z = 4 Lifshitz fixed point geometry.
The tortoise coordinate is given by equation (2.13) with

[ 02 &

=+ = _ = .14

b 100 2 20 (3-14)
2 0F k

b=y e+ L K (3.15)
100 2 20

The change to U, V coordinates in (2.14) leads to a metric of the form (2.15), with the new
values of by and b,, which is nonsingular at the horizon. The Lifshitz gauge field can be
obtained by inserting the p(s) and ¢ (s) read off from (3.13) into (3.6) and solving for f(s).
One finds that f = +/6 (r2 + £;) is independent of the black hole charge Q.

The Hawking temperature is Ty = 5~ with

, Kk [k Q2

S AT BT

The k = 0 metric has b; = b, and takes a particularly simple form in U, V coordinates:

(3.16)

8
ds?> = L? (f@dU dV +r2(do* + 6> d(p2)>. (3.17)
In this case the horizon is at r = % and the Hawking temperature is Ty = ZQ—;, both of which
go to zero in the Q — 0 limit.
Returning to the more general exact solution in (3.13), the Ricci scalar is given by

2 2
! (3Q + Xk ﬁ—54> (3.18)

T2\ T 2004 T 502
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and is singular at » — 0. The curvature singularity is null and the conformal diagram remains
the same as in figure 1. In particular, unlike ordinary Reissner—Nordstrom black holes, these
charged Lifshitz black holes do not have an inner horizon away from the singularity at r — 0.
The general analysis from section 2.3 of the asymptotic behavior near the singularity can be
extended to the case of charged Lifshitz black holes. They exhibit type II behavior with the
replacement fo2 — fO2 + Q7 in equation (2.42).

3.3. Numerical charged black hole solutions

The field equations with the additional Maxwell field included were presented earlier in
equations (2.32), (3.6) and (3.7). The initial values giving a smooth horizon at s = 0 are
modified as follows by a non-vanishing black hole charge:

2
@' (0) = % (—k e ® _ @ +(F(0)*+ 0% e4¢<°>> 20O (3.19)
0= (—g 0+ (F(0)* + Q%) e“W) e (3.20)
o= % F0) . (3.21)

For any given value of z > 1, there is a two-parameter family of asymptotically Lifshitz black
hole solutions. If we take the charge Q and ¢ (0) as independent parameters then f (0) needs
to be fine-tuned in order to obtain the correct asymptotic behavior as s — so,. Changing
the value of p(0) amounts to a global rescaling of the s coordinate and does not change the
geometry.

The numerical integration proceeds in the same way as before and plots of numerical
solutions are qualitatively similar to figure 2. The existence of a new length scale in the
system can be seen in the Hawking temperature obtained from (2.39) for black holes with
different Q keeping the area coordinate at the horizon fixed. Figure 3 shows the black hole
temperature as a function of Q for several values of z. All the black holes have ¢(0) = 0. In
order to facilitate comparison, the temperature of all the black holes for a given z is normalized
to the Hawking temperature of a Q = 0 black hole with the same value of z and similarly the
charge is normalized to the extremal charge of black holes with the given value of z.

4. Coupling to charged matter

The final ingredient is a scalar field v, which is charged under the new gauge field F() but
neutral under the original Lifshitz fields F») and H(3,. This allows our black holes to grow
scalar hair and, under certain conditions, the black hole hair corresponds to the condensation
of a charged operator at low temperatures in the dual field theory. The overall picture is quite
similar to the one obtained for the charged AdS black holes in [4] and extends the notion of a
holographic superconductor to systems that exhibit Lifshitz scaling with z > 1.

4.1. Charged scalar field

The scalar field action is given by

1
Sy=3 / B (6" B + g AW Btr — ig Ap) +mPyy), @1
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where A, are the components of a one-form potential for the two-form field strength F(,) and
q is the charge of ¥. There is an analog in this system of the Breitenlohner—Freedman bound
[5] on the allowed mass of the scalar field:

_(@+2y?

L*m? > 4.2)
The requirement that the corresponding Euclidean action be finite places restrictions on the
asymptotic behavior of the scalar field as r — oo. This was worked out in detail for the z = 2
case in [12]'° and, since the analysis carries over to general z > 1 in a straightforward way,
we merely summarize some results without going into details.

The scalar field equation obtained from (4.1) has two independent solutions ¥ (x*) =
e (x) + c_—(x*) that have the asymptotic form

V(') = r g (n, 0, 9) +- (4.3)

at large r, where
z+2 z+2\?
Ay ="—"4+ [[—=) +m2L2. 4.4)
2 2
If the mass squared satisfies
+2\2
Lm>1— (ZT) , “.5)

then only v, falls off sufficiently rapidly as r — oo and the scalar field has the boundary
condition

Yxt) — i (fh(f, 0. 9)+ 0(%)) . (4.6)

The scalar field is then dual to an operator of dimension Ay > £ +2.
If, on the other hand, the mass squared is in the range

+2\2 +2\?
1—(—12 ) >L2mZ>—<—Z2 ) , “.7)

then both ¥, and v_ have sufficiently rapid falloff and there is a choice of two different
quantizations for the scalar field. In one case the scalar field is asymptotic to 4 and dual to
an operator of dimension Ay with § +1 < As < £ +2. In the other case the scalar field is
asymptotic to ¥ and dual to an operator of dimension A_ with £ < A_ < £ +1.

In our numerical calculations we set the scalar mass squared to

1 +2\2
L2m?=- — (Z—> (4.8)
4 2

which is inside the range where there is a choice of two boundary theories. This value leads
to convenient values for the operator dimensions, Ay = 252 + % Nonlinear descendants of

the leading scalar field modes are suppressed by O(riz) at r — oo and this choice of mass
squared ensures that the first descendant of v_ falls off faster than ;.

10 The discussion in [12] was in turn based on earlier work on symmetry breaking in the context of the AdS/CFT
correspondence [22].
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4.2. Lifshitz black holes with scalar hair

We will look for static spherically symmetric black hole solutions using a metric of the form
(2.18). We make the gauge choice

A = L(a,dv +a, du), 4.9)

with a, = a, = a. In this gauge, the Maxwell equations for static configurations imply the
equation
dy dy*
v Fr 14 =0,
Iy dr,
which implies, in turn, that the phase of v is constant and we can take the scalar field to be
real valued. The remaining non-trivial Maxwell equation is

a4 (a*ﬂ*zq’d—a) + 2Lyt e ?a =0, 4.11)
dry dry
which agrees with (3.4) if ¢ = 0, i.e. when v is a neutral scalar field that does not act as a
source for the Maxwell field.

The next step is to write equations for static configurations using the s variable, in which
the metric is non-degenerate at the horizon. Since a is a component of a one-form potential,
it transforms under a change of coordinates:

(4.10)

a(ry) = jTSa(s) =2k sa(s). (4.12)

It follows that the potential vanishes at the horizon in tortoise coordinates as long as it remains
a smooth function there in the s variable. The Maxwell equation becomes

d d 22
& (efzpfw (“ ’ %)) e ta=o, (4.13)
and for a smooth horizon at s = 0 the initial data must satisfy
' ' ' q’L’ 2 20(0)
—a'(0) +a(0)(p'(0) +¢'(0)) = Tl/f(o) a(0) e, (4.14)

The value of a(0) is a free parameter that determines the black hole charge. To see this, we
note that for ¢ = 0 we have a +sa’ = % e2*2¢_ with Q the black hole charge, and in this case

a(0) = % 2001420(0) (4.15)

If there is a non-vanishing scalar field with g # 0, then the solution of the Maxwell equation
will no longer be a simple Coulomb field but we are nevertheless free to write a(0) the same
way as in (4.15) and the constant Q can still be interpreted as the total charge inside the black
hole.

The scalar field equation in the s variable is

2L2
M2 oy, (4.16)

0=sy"+y —2s¢'yy +4sq’L*a>

with the following condition on initial data at a smooth horizon:

¥'(0) = 2”“’)VI(O) (4.17)
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Figure 4. Holographic superconductivity at z = 3/2. The graph shows the condensate in the O_
theory as a function of temperature normalized to the critical temperature.

The equation for  remains unchanged but the remaining two field equations get contributions
from the scalar action:

2
0= S(PN +¢/ _ 2S¢/2 + % e2p+2¢ + (Z +Z+4) 62/) _ %fz eZp+4¢

8
2L2
—Aa+sd) e — ml—ﬁ Py, (4.18)
k 1. -
0= sp” + p/ _ s¢/2 + Z e2,0+2¢> 2f2 2p+4¢ > e4¢f/2
—8a+sd)e P+ %M — sq* Ly, (4.19)
and the conditions on the initial data become
1 +4
§O = (—ke2¢<°> i EED 4 Fop+ oy e L o) ) O, (4.20)
/ LUK 504 (70012 4 02 260 ) o200
PO =2 (=50 +(JO7+0Ye 2O “.21)

For given values of z, k, ¢ and m? there is now a three-parameter family of smooth initial
values for the dynamical fields at the horizon given by Q, ¥ (0) and f(0). As before, the initial
data must be fine-tuned to obtain an asymptotically Lifshitz geometry and we take the black
hole charge Q and the value of the scalar field at the horizon v (0) as independent parameters.

4.3. Superconducting phase

In order to study black hole geometries that are dual to a holographic superconductor we set
k = 0. For a given value of z we set the scalar mass squared to the value in (4.8) and select
a value for the scalar field charge g. We then find numerical black hole solutions with scalar
hair for a range of Q and v (0) and study the asymptotic large r behavior of the scalar hair in
each case. The signal of a superconducting condensate in one or the other boundary theory is
to have either

¢ =0 and (O)y=c_#0 (4.22)
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or
c-=0 and (O4) =c+ #0. (4.23)

The curve of vanishing c; (c_) in the Q versus v (0) plane can be tracked, tabulating the value
of c_ (c4) as a function of the black hole temperature along the way. Figure 4 shows the result
of this procedure for hairy Lifshitz black holes at z = 3/2 for the scalar field charge ¢ = 1.
There is clear evidence of condensation in the corresponding boundary theory. Analogous
results are obtained for other values of ¢ and more general z > 1 but we defer a more detailed
study of the parameter space to [23].

5. Conclusions

In this paper we have given a holographic description of superconductors with Lifshitz scaling.
The key ingredient is a family of black holes with scalar hair in an asymptotically Lifshitz space
time. These black holes are interesting in their own right, and we have studied their geometry
in detail uncovering several intriguing properties, including the presence of null singularities.
Our work is an extension of the previous work on Lifshitz black holes in [13—-15].

As in the case of the more conventional holographic superconductors at z = 1, see [1, 2],
our black holes need to be equipped with additional charges in order for a phase transition to
a superconducting phase to occur. We provide such a construction and show how a charged
scalar in this background condenses at a critical temperature, indicating a superconducting
phase.

Our results demonstrate that phase transitions leading to superconductivity at low
temperature, can be given a holographic description also for Lifshitz points. Such
superconductors are known from solid state physics, see e.g. [24], and we hope that our
results will be useful for further studies of these systems. Some of their properties are
different from usual superconductors, and it would be interesting to see whether this has a
holographic counterpart.
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1 Introduction

Heavy fermion systems exhibit very interesting thermodynamic properties at low temper-
ature. The Sommerfeld ratio of the specific heat to temperature at low T is very large
in these materials indicating an effective mass for the electrons near the Fermi surface
that can be orders of magnitude larger than the free electron mass, hence the term heavy
fermions. In low-temperature experiments on certain heavy fermion alloys at critical dop-
ing the Sommerfeld ratio does not settle down to a constant, as it would for a conventional
Fermi liquid, but continues to rise as the temperature is lowered [1]. This behavior has
also been observed in systems at near-critical doping by tuning external parameters such
as pressure or magnetic field [1, 2]. The non-Fermi-liquid behavior of the specific heat is
attributed to strongly correlated physics, governed by an underlying quantum critical point
(see [3-5] for reviews of heavy fermion systems) but a detailed understanding of quantum
critical metals remains a key problem in theoretical physics [6].

The last few years have seen increased interest in developing dual gravity models for
strongly interacting systems in condensed matter physics (see [7-11] for recent reviews).
While the gravitational approach has found a number of interesting applications it should
be emphasized that its ultimate relevance to real condensed matter systems remains spec-
ulative. The original AdS/CFT conjecture [12], for which there is by now strong evidence,
relates maximally supersymmetric 3+1 dimensional Yang-Mills gauge theory with a large
number of colors to supergravity on a ten dimensional AdSsxSs spacetime. In condensed
matter physics one is instead interested in systems without supersymmetry where the va-
lidity of a gravitational dual description is a more open question. Furthermore, the large



number of colors plays a key role in the supersymmetric gauge theory context in justifying
the use of large-scale classical geometry on the gravitational side of the duality and it is at
present unclear what the corresponding formal limit would be for the strongly coupled con-
densed matter systems that one wants to model. These are important issues to settle but
in the present paper we pursue a more modest goal of identifying yet another physical effect
that can be phenomenologically modeled by a relatively simple dual gravitational system.

Gravity duals have one or more additional spatial dimensions compared to the field
theory in question. Finite temperature effects are studied by having a black hole in the
higher-dimensional spacetime and when the black hole is electrically charged the Hawking
temperature and the black hole charge provide competing energy scales that can lead to
interesting dynamics. We will consider quantum critical points in three spatial dimensions
that are characterized by a scaling law,

t — N°t, T — AT, (1.1)

where the dynamical critical exponent z is in general different from 1. We are particularly
interested in quantum phase transitions in heavy fermion alloys where the metal goes
from being paramagnetic to being antiferromagnetic as the level of doping or some other
external control parameter is varied [1, 2]. Theoretical work based on a lattice Kondo model
suggests that the associated quantum critical point exhibits anisotropic scaling with a non-
universal dynamical critical exponent that can be fitted by comparison to experimental
data [13]. In particular, it was found that z ~ 2.7 for the critically doped heavy fermion
alloy CeCus.9Aug 1, whose anomalous specific heat was reported in [1].

In [14] it was conjectured that a strongly coupled system at a fixed point governed by
anisotropic scaling of this form could be modeled by a gravity theory in a so called Lifshitz
spacetime with the metric,!

2
ds® = L (—erdtQ + rdi® + d%) 7 (1.2)
r

which is invariant under the transformation

t— Nt T — A\, r—>£. (1.3)

Here L is a characteristic length scale, which will determine the magnitude of the negative
cosmological constant in the gravity model, and (¢,#,r) are dimensionless coordinates
in the higher dimensional spacetime. The finite temperature physics of such a system
is then encoded into the geometry of a black hole, which is asymptotic to the Lifshitz
spacetime (1.2).

In this paper we continue our study of asymptotically Lifshitz black holes from [16, 17]
placing an emphasis on their thermodynamic properties. We compute the specific heat
of charged asymptotically Lifshitz black holes as a function of temperature, keeping the
charge density in the dual field theory fixed. At high T the thermodynamic behavior of
the dual system is governed by the symmetries of the quantum critical point leading to

!See [15] for early work on gravitational backgrounds with anisotropic scaling.



a temperature dependence of the specific heat of the form C' ~ T3/%. This is a direct
consequence of scaling and we find the same result in the gravity dual using black hole
thermodynamics.

At low T, we observe a crossover in the black hole thermodynamics indicating non-
trivial collective effects in the dual field theory. For z = 1 our system reduces to the
thermodynamics of the well-known AdS-RN black branes. In this case, the specific heat
divided by T goes to a constant value in the limit of low temperature, which is the same
behavior as seen in a conventional Fermi liquid. This result was obtained previously in [18],
where it was interpreted as evidence for the presence of a Fermi surface in the dual system.
It was noted in [18], however, from a holographic computation of transport properties that
the low-energy effective theory near the Fermi surface cannot be that of weakly interacting
fermions. Non-Fermi-liquid behavior has also been observed in spectral functions of probe
fermions coupled to the z = 1 system [19, 20].

For a non-trivial dynamical critical exponent z > 1 the black brane thermodynamics
calculation is more involved and we have to rely more heavily on numerical computations.
Interestingly, we find qualitatively different behavior in this case. The Sommerfeld ratio
C/T now continues to rise as we go to lower temperatures, which is indeed the behavior
observed in critically doped heavy fermion systems. The ability of gravity models with
Lifshitz scaling to capture this non-Fermi-liquid aspect of real quantum critical metals is
interesting and is the main result of the present paper.

2 The holographic model

The application that we have in mind involves a dual field theory in three spatial dimensions
and accordingly the gravity dual is defined on a 4+1 dimensional spacetime to accommodate
an emergent extra dimension. Most of our results carry over to other dimensions in a
straightforward fashion. In particular, similar conclusions can be drawn about planar
systems with d = 2.

We work with a 4+1 dimensional version of the holographic model of Kachru et al. [14],
as formulated by Taylor [21], and with a Maxwell gauge field added, as in [17]. The bulk
classical action for the gravitational sector consists of two parts,

S = SEinsteinfMaxwell + SLifshitz . (2'1)

The first term is the usual action of 4 + 1 dimensional Einstein-Maxwell gravity with a
negative cosmological constant,

1
SEinstein-Maxwell = /dszv —g (R —2A — ZELI/FWJ) . (22)
This is followed by a term involving a massive vector field,
5 1 Qv CQ "
SLifshitz = - d Ty —g Efuuj: + EA;LA B (23)

whose sole purpose is to provide backgrounds with anisotropic scaling of the form (1.3).
We refer to this auxiliary vector field, which only couples to gravity, as the Lifshitz vector



field. The original gravity model of [14] was 3+1-dimensional and anisotropic scaling was
obtained by including a pair of coupled two- and three-form field strengths. Upon integrat-
ing out the three-form field strength, the remaining two-form becomes a field strength of
a massive vector and in this form the model is easily extended to general dimensions [21].

The equations of motion obtained from the action (2.1) consist of the Einstein equa-
tions, the Maxwell equations, and field equations for the Lifshitz vector,

ij + Ag,“, _ T}:{fach“ + Tl%lifshitz7 (24)
V,F"" =0,
V,F = A, (2.6)

with the energy momentum tensors of the Maxwell and Lifshitz vector fields given by

Tax 1 1
T;IL\lI/a well — E(FHAFV/\ - ZguVFAoFAU)a (2.7)
pLitshitz _ 1 AL oy, © 1 A

yn% = 2(‘7:u/\-7:1/ 4g,uu-7:)\(7]: ) + B (AH.Ay QQ;WA/\A ) (28)

The Lifshitz fixed point geometry (1.2) is a solution of the equations of motion provided
the characteristic length scale L is related to the cosmological constant A via

2242249

A=
212 '

(2.9)
the mass of the Lifshitz vector field is fine-tuned to ¢ = v/3z/L, and the Lifshitz vector
field has the background value

A= 2(’27;1)“2, Ay, = A, =0. (2.10)
The Maxwell field vanishes in the Lifshitz background, 4, = 0.

Although we do not do it here, it is straightforward to couple matter to this system. In-
cluding a scalar field, for instance, leads to an instability at low T giving rise to holographic
superconductors with Lifshitz scaling [17]. It is also interesting to include a coupling to
a bulk Dirac spinor and obtain fermion spectral functions along the lines of [19, 20, 22].
We find that the spectral functions in the z > 1 theory exhibit many of the same features
as in the asymptotically AdS bulk spacetime considered in these earlier works, including
peaks at certain values of momentum and frequency, but there are also important differ-
ences. In particular, the would be quasiparticle peaks are less sharply defined than their
z = 1 counterparts.?

3 Charged black branes

In order to study finite temperature effects in the dual strongly coupled field theory we look
for static black brane solutions of the equations of motion (2.4)—(2.6) which are asymptotic

2Work in progress.



to the Lifshitz fixed point solution (1.2). We consider a 4+1 dimensional metric of the form

2
ds? = L2 (42:4 F(r)2de? + 2z + T (:2) dr2) : (3.1)

for which the non-vanishing components of the vielbein can be taken to be

& =Lrif(r), el =...=e3 =Lr, ef:LM. (3.2)
T

An asymptotically Lifshitz black brane with a non-degenerate horizon has a simple zero of
both f(r)? and g(r)~2 at the horizon, which we take to be at r = ro, and f(r), g(r) — 1
as 7 — oo. It is straightforward to generalize this ansatz to include black holes with
a spherical horizon or topological black holes with a hyperbolic horizon but it is the flat
horizon case (3.1) that is of direct interest for the gravitational dual description of a strongly
coupled 3 4+ 1 dimensional field theoretic system.

In a static electrically charged black brane background the Maxwell gauge field and
the Lifshitz vector can be chosen to be of the form

2(z—1
Apr = {a(r),0,...,0}; Ay = %{a(mo,..m}, (3.3)

where the corresponding coordinate frame components are given by A, = efy Ajpr and
Ay = el Ay

3.1 Field equations for static configurations

The Maxwell equations and the equations of motion for the Lifshitz vector can be written
in first-order form,

rd

Far (fa) = —za+gp, (3.4)
rdii (r*B) =0, (3.5)
%dir(fa):—za—i—ng, (3.6)
r () = 30, (3.7)

where 3 and b are defined via (3.4) and (3.6) respectively. The Maxwell equation (3.5)
trivially integrates to

By =5 (3.8)

where the integration constant p is proportional to the world-volume electric charge density
of the black brane, which in turn is identified with the charge density in the dual field theory
by the standard AdS/CFT dictionary [23, 24], as explained in detail in [25].

The Einstein equations reduce to the following pair of first-order differential equations

rdg 92 (z—1) 2 2 (22 2249) p2

_ — <2 [ 7/ + - 4+ | +2 .
gdr 3 [ 2 (3a” + 207) 2 476 ’ (3.9)
r df @ [(z—1) 9 9 (22+2249)  p?

fdr 3[ 5 (3a fzb)+72 — 55| L (3.10)



The Lifshitz fixed point solution is given by a =p=0and f=g=a=b=1.

To bring out the underlying scale invariance of the model we rewrite the field equations
using u = log(r/rp) instead of 7 and introduce the scale invariant ratio p = p/rg. The
remaining Maxwell equation (3.4) and the equations of motion of the Lifshitz field (3.6)
and (3.7) reduce to

&+ %a = —za+ pe g, (3.11)
Cf
a+ ?a = —za+ zgb, (3.12)
b= —3b+3ga, (3.13)
where = -. e Einstein equations (3.9) an . can similarly be rewritten
here " = /L. The Einste ions (3.9) and (3.10 imilarly b i

9_9 i

"6 {(z —1) (3a® + 2b%) + 56_6“ — (2 + 22+ 9)] +2, (3.14)

f_ g 2 2 P 2

7:? (z—1)(3a —zb)—?e Yt (2*+2249) —2— 1. (3.15)

Using these variables, the field equations are manifestly invariant under the rescaling (1.3).
For given z > 1, there is a one parameter family of black brane solutions, labelled by p. A
neutral black brane has p = 0 while the extremal limit is given by |g| — 1/2(2% + 22 + 9).

3.2 Exact solutions

When z = 1 the terms involving a and b on the right hand side of the Einstein equations
drop out. The equations then reduce to those of Einstein-Maxwell theory with a negative
cosmological constant and one finds the AdS-RN solution describing charged black branes
in 4 + 1 dimensional asymptotically AdS spacetime,

27i7 1— —2u 1 72u_:5_2 —4u 3.16
f - 92 - ( € ) +e 126 , ( . )
Ay = # (1—e2v). (3.17)

At z > 1 there is a corresponding family of charged asymptotically Lifshitz black branes.
In general these solutions can only be obtained numerically, but it turns out that in the
special case z = 6 an isolated exact solution can be found [17, 26],

1
b=1, f?= 2 a?=1-e% A =+V2Lr§ (3 - 1). (3.18)

We will primarily rely on numerical solutions in the following but the AdS-RN solution
and the exact z = 6 solution are useful for checking the numerics.
3.3 Numerical solutions

The family of black brane solutions at generic z > 1 can be mapped out using numerical
techniques similar to those of [16]. The numerical integration is started near the black



hole, with suitable boundary conditions for a regular non-degenerate horizon at u = 0,
and then proceeds outwards towards the asymptotic region. First of all, there should be
a simple zero of f2 and ¢g~2 at the horizon. Furthermore, the product fa must have a
simple zero at the horizon in order for the gauge connection to be regular there. Similarly,
the combination ga on the right hand side of (3.13) should be regular at the horizon and
it then follows from (3.12) that b takes a finite value there. Putting all of this together we
find that the near-horizon behavior can be parametrized as follows

flw) = Vau(fo+ fru+ fou® +..), (3.19)
S 24 .20)
9(u) \/ﬂ(go + g1u+ gau” + ..., @3
a(u) = Vu(ag + aru + agu® +..), (3.21)
a(u) = Vulag + aju + agu® + ...), (3.22)
b(u) = by + byu+ bou? + ... (3.23)

Inserting these near-horizon expansions into the equations of motion we obtain a two-
parameter family of initial value data for any given z, parametrized for instance by p and
bo. It turns out, however, that these two parameters cannot be varied independently but
are restricted by the condition that the metric and Lifshitz vector approach the Lifshitz
fixed point solution (1.2) and (2.10) sufficiently rapidly as u — oo [16, 27, 28]. This means
that for a given value of z the parameter p uniquely determines a charged black brane
solution, up to overall scale.

3.4 Asymptotic behavior at large u

We now consider the asymptotic behavior of our fields as u — oo. The first observation is
that the system of equations (3.11)—(3.15) only contains the combination § and therefore
a uniform rescaling of f is a symmetry of the equations. The symmetry is fixed, however,
in an asymptotically Lifshitz solution for which f — 1 as u — 0.

We next observe that (3.15) can be used to eliminate f from (3.12) — (3.14) leav-
ing a closed system of first-order equations for a, b, and g. The large u behavior can
be obtained by linearizing around the Lifshitz fixed point @ = b = ¢ = 1. The cor-
responding problem for d = 2 was discussed in [16, 27] and we omit the details here.
At large u, solutions of the full non-linear system approach a linear combination of the
eigenmodes of the linearized system plus a universal mode coming from source terms in-
volving 2. The leading large u behavior of the eigenmodes is O(eAi“) with the eigenvalues
Ni€{-3-21 (73 — 24+ V922 — 26z + 33)} while the universal mode falls off as O(e~5%)
independent of z.

Figure 1 shows the three eigenvalues as a function of z. The eigenmode that belongs
to the largest eigenvalue is problematic [16, 27, 28]. For z > 3 it is non-negative and a
solution that contains it fails to be asymptotically Lifshitz. For 1 < z < 3 it is a negative

3When solving the equations numerically, it is convenient to initially put fo = 1 in the near-horizon
expansion (3.19) when setting up the numerical integration and then rescale f at the end of the day so that
f—1lasu— oo.
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Figure 1. Eigenvalues of the linearized problem for {g,b,a} as a function of z for d = 3.

mode but the falloff at large u is too slow to give finite energy. This mode is eliminated in
our black hole solutions by fine-tuning the value of b at the black hole horizon. For z < 3

the universal e~ 6%

mode is sub-leading compared to the two remaining eigenmodes of the
linearized system but at z > 3 it dominates the asymptotic behavior. In the dividing z = 3
case the linearized system is degenerate and the asymptotic behavior includes powers of u
on top of the e~6 falloff.

Finally, we turn to equation (3.11) for the Maxwell field. In the Lifshitz background

with f = g =1 it has the solution

~—zu P _—3u :
o ;fe . + (~Z_3)e ?f z# 3, (3.24)
e 3 4 pue 3 if z=3.
The non-vanishing component of the vector potential in a coordinate frame is then
Lp ,.z-3 :
A=t E 273, (3.25)
p+Lplog (=) if  z=3,

with o = Lfir§. Once again the qualitative behavior of solutions changes at z = 3. For low
z values, in the range 1 < z < 3, the term involving the chemical potential ;1 dominates
compared to the term involving the charge density p at large r, while at z > 3 it is the
charge density term that is leading [29].

In general, we are not working with Lifshitz background itself but with solutions of
the full non-linear system of equations that are only asymptotically Lifshitz. It turns out,
however, the leading large u behavior of « carries over from the Lifshitz background to
more general case as long as the value of z isn’t too high.*

4 Black brane thermodynamics

So far, we have set up the holographic model and considered charged black brane geometries
that are conjectured to provide a dual description of a strongly coupled 341 dimensional
system near a quantum critical point with dynamical critical exponent z > 1. These black

4At z > 9 we expect non-linear effects to give rise to additional terms in (3.24) with a falloff in between
that of the charge density and chemical potential terms. We will not keep track of such terms here since
all systems of physical interest that we are aware of have z < 9.



Figure 2. Temperature function F,(p) for several z values. The z = 1 curve plots the exact
result (4.10) while the z > 1 curves are obtained from numerical black hole solutions.

branes turn out to have interesting thermodynamics. At high temperature the thermo-
dynamic behavior is governed by the underlying Lifshitz symmetry, but collective effects
come into play as the temperature is lowered and modify the thermodynamics. To see this,
we use a combination of analytic and numerical arguments to compute the specific heat of
the system as a function of temperature. Our starting point is the following expression for
the Hawking temperature of a black brane,’

L = o fo

= 4.1
T (41)

which is obtained in the standard way by requiring the Euclidean metric of the black brane
to be smooth at the horizon at r = rg. The coefficients fy and gy are taken from the
near-horizon expansions (3.19) and (3.20) in the scale invariant variable u and only depend
on the value of p. The temperature can therefore be expressed as follows,

T.Z
Ty =2 F.(5), (42)
s
with F,(p) = g—g for different values of z shown in figure 2.
The specific heat at fixed volume in the boundary theory is then
ds (dS/dro)

C:Td_T:TW’ (4.3)
where S = irg is the Bekenstein-Hawking entropy density of the black brane and T in
the boundary system is identified with the Hawking temperature (4.2). We have to make
a choice whether to work at fixed charge density p or fixed chemical potential p in the
boundary theory when calculating thermodynamic quantities. For the field theory problem
that we wish to model it is natural to keep the charge density fixed since the net density
of charge carriers is given by the density of dopants, which is fixed in a given sample [29].
In this case

d 0 3p 0

a0 05 49

5From here on we fix the characteristic length scale as L = 1. Explicit factors of L can be reintroduced
into the formulas by dimensional analysis.



Figure 3. Contour map expressing ro and p in terms of 7" and p at z = 2.

and we find
g B 37r7“8’7z (4.5)
T~ () - 35EG) ‘

If we instead were to keep the chemical potential u fixed then

- -\ -1
4 _ 0 =z dif i’ (4.6)
dro Org 10 \ dp ap

with dfi/dp obtained from the asymptotic behavior of the Maxwell field (3.24) in the
numerical black brane solution, and then the remaining steps in the calculation of the
specific heat are parallel to those at fixed charge density.

The variables 79 and p on the right hand side of equation (4.5) refer to the 4+1
dimensional black brane geometry while it is 7" and p that have direct interpretation in
the dual field theory. The latter variables are expressed in terms of the former via the
definition p = p/r§ and equation (4.2) for the Hawking temperature. We can numerically
invert these relations in order to express the specific heat (4.3) in terms 7" and p. Figure 3
shows the map between brane variables and physical variables for z = 2 and similar maps
are obtained for other z values.

4.1 Scaling at high temperature

Below, we present numerical results for C'//T obtained via the above procedure for several
values of z but some information can be obtained by analytic arguments. In particular, we
can extract a scaling relation for the specific heat at high temperature. The argument is
the same for any number of spatial dimensions d. Writing p = p/rd, the expression (4.1)
for the temperature remains the same except that the detailed shape of the function F(p)
depends on d. The limit of high temperature at fixed p corresponds to large r¢g and p — 0.
The field equations depend on 2 in a smooth way so we expect F;(5) to be a smooth even
function of p (this is also evident from the graphs in figure 2) and the denominator in the
d dimensional version of equation (4.5) reduces to zF,(0). As a result the temperature and
the entropy density, and their first derivatives, depend only on the overall scale rg in the
high-temperature limit and the electric charge carried by the black brane does not affect

~10 -



the dynamics to leading order,

EO . gL (4.7)

T ~
Ar 07 1

The high-temperature behavior of the specific heat then immediately follows from the
general expression (4.3),
C o~ ~ T2, (4.8)

which reduces, in particular, to C ~ T%% when d = 3. Tt is straightforward to go a step
further and integrate both sides of (4.3) with respect to T to obtain the following relation
between energy and entropy of the system in the high-temperature limit,

_d
T d+z

Ts, (4.9)

recovering the result found previously for electrically neutral black branes in [30]. The
scaling behavior can be traced to the underlying Lifshitz symmetry of the quantum critical
theory. It is easy to see that a generic statistical mechanical system in three spatial dimen-
sions with a dispersion relation of the form w ~ k* exhibits the same scaling behavior [30].

4.2 Low-temperature behavior

At low temperature, the black brane thermodynamics exhibits interesting behavior due
to collective effects in the dual field theory and the simple scaling that is seen at high
temperature no longer applies. The behavior is qualitatively different in conformal systems
with z = 1 as compared to Lifshitz systems with z > 1 and we consider these cases in turn.

At z = 1 we have the exact AdS-RN black brane solution (3.17) for which the Hawking
temperature is easily determined. One finds

ﬁQ
Fi(p)=4- I (4.10)
and the specific heat at fixed p is given by
C  18mrd
_— = —. 4.11
T~ 24+5p2 (4.11)

At low temperature the charge on the black brane approaches the extremal limit, p — /24
and the specific heat depends linearly on temperature,

C T p2/3

—— ———= as T —0. 4.12

T 16-3Y/3 (4.12)
A weakly-coupled Fermi liquid has a specific heat that is linear in 7" at low temperatures
and it is interesting to see the same behavior emerge in the low-temperature limit of a
black brane in Einstein-Maxwell theory without having made any reference to specific
matter fields in the calculation. This result was obtained previously in [18] where it was
taken as evidence for the existence of a Fermi surface in the dual field theory. Spectral
functions of probe fermions coupled to the z = 1 system computed in [19, 20, 22] also

— 11 —
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Figure 4. Black brane specific heat divided by temperature for several z values calculated at fixed
charged density p = 1. The z = 1 curve is obtained from the exact result (4.11).

strongly suggest the presence of a Fermi surface. Having a specific heat that is linear in T’
and a Fermi surface does not imply that the system consists of weakly coupled fermions.
Indeed, the scaling behavior of excitations near the Fermi surface differs from that of a
Landau Fermi liquid in the probe fermion analysis of [19, 20] and the zero-temperature
conductivity computed in [18] was found to be diffusive rather than ballistic, suggesting
that disorder plays a role.

At z > 1 we do not have explicit analytic black brane solutions except the isolated
z = 6 solution (3.18) and our results for the specific heat in z > 1 systems are therefore
based on numerical black brane solutions with non-vanishing Lifshitz vector field. The key
qualitative difference compared to the z = 1 case can be seen in figure 2. The function
Fyi(p) goes to zero in a linear fashion in the extremal limit 5 — /24 but for z > 1 both
F.(p) and its first derivative go to zero in the extremal limit p — 1/2(22 4+ 2z + 9). It then
follows from equation (4.5) that the ratio C'//T" diverges in the 7' — 0 limit for = > 1. The
growth in C'/T towards lower temperatures is evident in the z > 1 curves in figure 4.5 This
trend is in qualitative agreement with the measured specific heat of certain heavy fermion
alloys [4]. The high T behavior of the specific heat curves in the figure, on the other hand,
matches the scaling law (4.8).

5 Discussion

In this paper we have employed a relatively simple holographic description of a strongly
coupled 3+1 dimensional quantum critical point with asymmetric scaling to model the
anomalous specific heat found at low temperature in many heavy fermion compounds.

SFinite numerical precision limits how far the curves for z > 1 in figure 4 can be extended towards low 7.

— 12 —



The calculation is performed entirely within the context of black hole thermodynamics and
the nature of the low-lying spectrum of excitations is thus investigated without introducing
any specific matter probes. It would be very interesting to complement the results obtained
here by a study of spectral functions for probe fermions, generalizing the z = 1 work of [19,
20, 22], and a calculation of conductivities. This requires us to extend existing gravitational
techniques for obtaining spectral functions and transport coefficients to models exhibiting
Lifshitz scaling with non-trivial dynamical critical exponent z > 1, and our work in this
direction is in progress.

One limitation of the present work concerns the non-vanishing black hole area in the
extremal limit, which corresponds to having non-vanishing entropy at zero temperature in
the dual system. This can for instance be remedied by coupling the system to a scalar
field and include the back-reaction to the scalar hair carried by the black hole at very low
temperatures. In this case the area of the black hole horizon shrinks as the temperature
is lowered and the system no longer has finite zero-temperature entropy. This was shown
in [31] for asymptotically AdS black holes with hair and we have obtained analogous results
in our z > 1 model with scalar matter included [32]. The scalar hair corresponds to
having a charged superfluid condensate in the dual theory and the instability to developing
superfluidity bears out the general expectation that scale invariant quantum critical matter
is never found as the true ground state of a system. A further study of the interplay between
the heavy fermion physics and superfluidity in these holographic models is an interesting
avenue for further work.

We find it intriguing that experimentally measured deviations from Fermi liquid behav-
ior in critically doped heavy fermion alloys can be qualitatively reproduced by holographic
duals with Lifshitz symmetry. The curves for z > 1 in figure 4 suggest a power law for C/T
at low temperature rather than a logarithm. The experimental data vary from one material
to another and both logarithmic and power law fits are used [4]. The fact that our curves for
z > 1 approach straight lines at low 7" should not be over interpreted but it is encouraging
to see the right trend coming from simple gravitational models with Lifshitz scaling.
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Abstract. We consider gravity duals to d+1 dimensional quantum critical points with
anisotropic scaling. The primary motivation comes from strongly correlated electron systems in
condensed matter theory but the main focus of the present paper is on the gravity models
in their own right. Physics at finite temperature and fixed charge density is described in
terms of charged black branes. Some exact solutions are known and can be used to obtain
a maximally extended spacetime geometry, which has a null curvature singularity inside a
single non-degenerate horizon, but generic black brane solutions in the model can only be
obtained numerically. Charged matter gives rise to black branes with hair that are dual to the
superconducting phase of a holographic superconductor. Our numerical results indicate that
holographic superconductors with anisotropic scaling have vanishing zero temperature entropy
when the back reaction of the hair on the brane geometry is taken into account.

1. Introduction
We consider d + 2 dimensional gravity models that are dual to quantum critical points with
anisotropic scaling in d 4+ 1 dimensions,

t — \°t, T — AT, (1)
with z > 1 and & = (1,...,24). The d + 2 dimensional bulk action consists of three parts,
S = SEinstein-Maxwell T SLifshitz + Smatter - (2)

The first term is the standard action of Einstein-Maxwell gravity with a negative cosmological
constant,

" 1
d v
SEinstein-Maxwell = / d +2$V -9 <R —2A - ZFWF# ) : 3)

This is followed by a term involving a massive vector field,
d+2., 1 | C p
Stifshitz = = [ 4 ev=g | 7FwF" + S AM" ), (4)

whose sole purpose is to provide backgrounds with anisotropic scaling. This is a modified version
of the holographic model of [1], which was formulated in four-dimensional spacetime and obtained



anisotropic scaling by including a pair of coupled two- and three-form field strengths.! Upon
integrating out the three-form field strength, the remaining two-form becomes a field strength of
a massive vector [3] and in this form the model is easily extended to general dimensions. Finite
temperature corresponds to having a black hole in the higher-dimensional spacetime and with
the Maxwell gauge field, added in [4], the black hole can carry electric charge, which is dual to
a finite charge density in the lower-dimensional theory. Finally, we consider matter in the form
of a scalar field, which is charged under the Maxwell gauge field but does not couple directly to
the auxiliary massive vector field,

1
Smatter = —5 [ A*av/=g (90" +iqA"¢") (0,6 — iqA,.0) + m*6"6) (5)

At low temperature there is an instability for charged black holes in the model to grow scalar
hair, which corresponds to the superconducting phase of holographic superconductors with z > 1
asymmetric scaling [4], as described in Section 3 below.

The equations of motion obtained from the action (2) consist of the scalar field equation

(VH = iqA*) (V, —iqAu) ¢ — mP¢ =0, (6)

along with the Einstein equations, the Maxwell equations, and field equations for the auxiliary
massive vector,

GIW + Agm, — TMRXWGH + TEfShitZ + T/g}atter ’ o
_ n

Vi E = Jmatter 1 (8)

V,FH = A, o)

The asymmetric scaling symmetry (1), sometimes referred to as Lifshitz scaling, is realized in a
d+2 dimensional spacetime,

2
ds? = I* <—r2zdt2 + r2di® + d%) : (10)
T

whose metric is invariant under the transformation

t— Nt F— AT, rﬂg. (11)

Length dimensions are carried by the characteristic length L while the coordinates (t,r, &) are
dimensionless. The scale invariant Lifshitz geometry (10) is a solution of the equations of motion
when L is related to the cosmological constant A via

24 (d-Dz+d?

A=
212 ’

(12)
and the mass of the auxiliary vector field is fine-tuned to ¢ = vzd/L. In this solution the
Maxwell field vanishes, A, = 0, but the massive vector field has the background value

T b Gt e N R ) (13)

z

1 See also [2] for early work on gravitational backgrounds with anisotropic scaling.



2. Charged black branes

In order to study finite temperature effects in the dual strongly coupled field theory we look
for static black brane solutions of the equations of motion (6) - (9) which are asymptotic to the
Lifshitz fixed point solution given by (10) and (13). From now on we set L = 1 and consider a
metric of the form

2
ds? = —r% f(r)2de? +r2d7® + g—(r’;) dr?. (14)

An asymptotically Lifshitz black brane with a non-degenerate horizon has a simple zero of both
f(r)? and g(r)~2 at the horizon, which we take to be at r = rq, and f(r), g(r) — 1 as r — co.
It is straightforward to generalize this ansatz to include black holes with a spherical horizon or
topological black holes with a hyperbolic horizon but it is the flat horizon case (14) that is of
direct interest for the gravitational dual description of strongly coupled d + 1 dimensional field
theories. In a static electrically charged black brane background the Maxwell gauge field and
the massive vector can be taken to be of the form

A= 0000 A= 2 a0 000 ()

with a(r) — 0 and a(r) — 1 as r — occ.
2.1. Field equations for static configurations

For static configurations the equations of motion can be expressed as a first order system of
ordinary dlfferentlal equations. Introducing a scale invariant radial variable u = log(r/rg) and

writing " = d , the scalar field equation becomes

. o = X, (16)
X+ <§ - g) X = —(d+2)x+ (m? = ?a?) g%, (17)

while the Maxwell equations and the equations of motion for the massive vector reduce to,
c'v—l—;a = —za+gp, (18)
B o= —dB+¢gda, (19)
(’1+§a = —za+=zgb, (20)
b = —db+dga. (21)

The functions x, 3, and b are defined via (16), (18), and (20), respectively. The Einstein
equations can also be written in first order form,

§+§ = (2-1) <g2a2 - 1) + ﬁ <x2 + q292a2¢2) 7 (22)
2
2d§ = d(1—-d—22) + X? +4° {(z—l) (da® — 20%) —

7
2
+%<q2a2 m?) ¢ + 2% + (d— 1z+d] (23)

The field equations (16) - (23) are manifestly invariant under the scaling (11) and the Lifshitz
fixed point solution is given by f =g=a=b=1landa=F=¢ =x =0.



In the absence of charged matter, the Maxwell equation (19) integrates to B(u) = e,
The integration constant p = p/ rg is proportional to the electric charge per unit d-volume of the
black brane, which in turn corresponds to the charge density in the dual field theoretic system.
For given d and z > 1, the remaining field equations then have a one parameter family of black
brane solutions, labelled by p. A neutral black brane without scalar hair has p = 0 while the
extremal limit is given by g — £+/2(22 + (d—1)z + d2). A non-vanishing charged scalar field
changes this picture as discussed below.

Equation (18) can easily be solved in the Lifshitz geometry (10) without matter, giving

- ﬁefzu 4 (Zid)ﬁefdu if > 7& d,

Oz(u)_{ /le_du—l—[)ue_du if z=d,

(24)

where the integration constant i = p/r§ corresponds to having non-vanishing chemical potential
in the dual system. In general, we are not working with the Lifshitz background but with
solutions that are only asymptotically Lifshitz as uw — oo. However, as long as the value of z
isn’t too high,? the asymptotic behavior of the gauge potential carries over from the Lifshitz
background to the more general case, and one can read off the charge density and chemical
potential in the dual field theory from the leading two terms in the expansion of a at large wu.
Calculations in this paper refer to fixed p, corresponding to a fixed density of charge carriers in
the dual system, but one can also work at fixed chemical potential.

2.2. Numerical solutions

Black brane solutions at generic z > 1 can be obtained using numerical techniques similar to
those of [5]. The field equations are integrated numerically starting near the black hole, with
suitable initial conditions and proceeding out towards the asymptotic region. For a regular,
non-degenerate horizon we require the functions that appear in the metric ansatz (14) to behave
as

F) = Valfo+ frut .., gu) = %(gwglw...), (25)

near v = 0. The appropriate near-horizon behavior of the remaining field variables can be
worked out and then inserted into the equations of motion to generate initial value data for the
numerical integration. For any given values of d and z, we obtain a three parameter family of
initial values, where for instance ¢(0), 5(0), and b(0) can be taken as the independent parameters.
The condition that the metric and massive vector approach the Lifshitz fixed point solution (10)
and (13) sufficiently rapidly as uw — oo restricts the solutions further [5, 6, 7]. As a result,
b(0) is fixed for given ¢(0) and £(0) and one has a two-parameter family of solutions. This
means in particular that, in the absence of scalar hair, there is a unique (up to overall scale)
asymptotically Lifshitz charged black brane solution for given d, z and p.

The Hawking temperature is determined by the near-horizon behavior of the black brane
metric, i

_rifo (26)
4 go

The full numerical solution of the field equations is required, however, to relate the coefficients
fo and go to the charge density p and other physical variables of the dual field theory.

2 At z > 3d non-linear effects give rise to additional terms in (24) with a falloff in between that of the charge
density and chemical potential terms.



2.8. Conserved charge under radial evolution

A conserved charge under radial evolution was found in [6] for electrically neutral black branes
with d = 2 and arbitrary dynamical critical exponent z. Such a conserved charge is useful for
matching solutions across the bulk geometry from the near-horizon region to the asymptotic large
u region and also provides a check on numerical solutions. The charge found in [6] generalizes
to charged black branes with scalar hair in general spatial dimensions,

Dy = rgtleltduy {%( ? — 2d(d+1)) — 2d(z—1)ab — da
49| (-Dda? = 2 + PHd-Dord = (5 +mP6? - Pa?)| | 21

It is straightforward to check that %Do = 0 when the field equations (16) - (23) are satisfied.
The conserved charge is related to thermodynamic state variables of the dual system in a simple
way. Inserting a perturbative near-horizon expansion of the fields, one finds

Dy = Qrg“@ =327S T, (28)
go

where T is the temperature (26) and S = rd/4 is the Bekenstein-Hawking entropy density, which
are identified with the temperature and entropy of the dual field theory.

2.4. Ezact solution

As always, it is useful to have explicit analytic solutions to work with. Although Lifshitz black
branes at z > 1 can in general only be obtained numerically, it turns out that for each value of
d an isolated z = 2d exact solution can be found [4, 8],

1 2
— =gt =12 fa= +/2e7 (1- 67du)7 (29)

b=1, f°= ,
g2

with ¢ = 0 and p = £v/2d. It is straightforward to continue the exact black brane metric inside
the horizon and obtain the globally extended geometry [4]. Define a tortoise coordinate u. by

1 —2d
Uy = W log (1 —e u) , (30)

and then transform the (¢,u) variables to a pair of null coordinates
V =exp [d r%d(u*—i—t)] , U=—exp [dr%d(u*—t)] . (31)
In the new coordinate system the metric is given by

—dU dV r2 dii?

ds? =
ST RO UveE T Arovyvd

(32)

and is manifestly non-singular at the horizon, which is located at UV = 0. There is a null
curvature singularity at UV — oo, which corresponds to r — 0 in the original coordinate
system. The asymptotic region r — oo corresponds to UV — —1. By a further transformation

3 The corresponding exact solutions for d = 2, z = 4 black holes with a spherical horizon and topological black
holes with a hyperbolic horizon were also found in [4]. In the limit of vanishing electric charge these black hole
solutions reduce to the previously discovered z = 4 black hole solution of [6].
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Figure 1. Global geometry of an asymptotically
Lifshitz black hole. The null singularity at » = 0
is indicated by the jagged lines.

to new null variables P, @, defined through V = tan %, U = tan %, the global geometry can
be represented by a simple diagram shown in Figure 1. Each point in the diagram represents
an entire d-volume parametrized by Z. The global diagram in Figure 1 differs from standard
Carter-Penrose conformal diagrams in that the boundary at » — oo is not conformally flat.
This is a consequence of the scaling asymmetry between ¢ and Z and is readily apparent in the
globally extended metric (32).

When z = 1 the auxiliary massive vector field A, can be consistently set to zero and the
field equations then reduce to those of Einstein-Maxwell gravity with a negative cosmological
constant. In this case, there is a well known exact solution, the AdS-Reissner-Nordstrm black
brane, which has a timelike curvature singularity inside an inner and an outer horizon. The
interior geometry of the exact z = 2d black brane is markedly different with a null curvature
singularity at 7 = 0 and no smooth inner horizon.

3. Holographic superconductors with asymmetric scaling
We now consider charged black branes with hair. Static spherically symmetric solutions of the
scalar field equation (6) have the asymptotic form ¢(u) — c_(e™=% +...) + ¢y (e7A+% 4 ...),

with
2
Aj[:d—i-z:l: <d+z> 2, (33)
2 2
while the asymptotic behavior of the electromagnetic field field strength is
~ P —du
Blu) = —e ™+ ... (34)
o

Working at fixed charge density in the dual field theory, we read the radial location of the horizon
off from the asymptotic behavior of B(u) and then the temperature can be obtained from the
numerical solution for f(u) and g(u) using (26).

2

L d+ ) , which is inside the

In the following we set the scalar mass squared to m? = 1= 5

range where there is a choice of two boundary theories [9]. This choice leads to convenient
values, AL = % + %, for the dimensions of the operators Oy that are dual to the scalar field
in each of the two boundary theories. Non-linear descendants of the leading scalar field modes
are suppressed by O(e™?*) at u — oo and this choice of mass squared ensures that the first
descendant of ¢_ falls off faster than .

In order to study holographic superconductivity, we first select some value for d, z and the

electric charge ¢ carried by the scalar field and then generate numerical black brane solutions for




a range of initial values 5(0) and ¢(0). We then investigate the asymptotic large u behavior of
the scalar hair in the numerical solutions. A superconducting condensate corresponds to either

cy =0, <O*> =c- #0, or c- =0, <O+> =cy #0, (35)

depending on which of the two boundary theories is being considered [10, 11]. We look for a
curve in the 8(0) vs. ¥(0) plane of initial values at the horizon, for which the corresponding
black brane solution has vanishing ¢4 (c_), and tabulate the value of c¢_ (c4) along this curve.
The temperature is found from the same numerical solutions via (26) and (34). Figure 2 shows
a plot of c_ ws. T obtained by this procedure for d = 2, z = 2, and ¢ = 1. The results are
expressed in terms of dimensionless ratios that are insensitive to the overall scale (set by the
charge density p, which is held fixed at some finite value throughout).

These results demonstrate that a superconducting condensate can form in systems with
anisotropic scaling but we have not touched on a number of interesting topics including the
electric conductivity and magnetic properties of these holographic superconductors.

C_/TCA'/2 S/S¢
1.0t
4 0.8
3t 0.6}
2 0.4}
1 0.2}
02 04 06 08 10T 02 04 06 08 10T
Figure 2. Scalar field condensate in a Figure 3. Entropy as a function of
holographic superconductor at z = d = 2. temperature in the superconducting phase of

the holographic superconductor in Figure 2.

4. Zero temperature entropy vs. scalar hair

In the absence of charged matter, the charged black branes in our model have an extremal limit
given by p — +1/2(22 + (d—1)z + d?). Tt then follows from § = p/r¢ that the radial location of
the horizon ry has a finite value in the extremal limit for fixed charge density p. This in turn
means that the entropy density S = rg /4 remains finite in the zero temperature limit indicating
a macroscopic groundstate degeneracy.

This conclusion is radically altered when the system is coupled to a charged scalar field.
In this case the zero temperature limit is approached in the condensed phase and the black
holes, that are dual to extreme low temperature states, have scalar hair. It is straightforward
to keep track of the black brane entropy as the temperature is lowered below the critical value
for forming the superconducting condensate. The result for the same d = 2, z = 2 holographic
superconductor as was considered in the previous section is shown in Figure 3. Both the entropy
density and the temperature are normalized to their values at the onset of condensation, S, and
T, respectively.

Although the numerical calculations break down before absolute zero is reached, the numerical
data strongly suggest that S vanishes in the 7' — 0 limit for a generic dynamical critical
exponent z, which is consistent with a non-degenerate ground state in the dual field theory. The
corresponding result for conformal systems with z = 1 was established in [12].




5. Summary

We have presented an overview of the construction of charged black brane solutions in
gravity models that realize the anisotropic scaling symmetry that is characteristic of many
interesting quantum critical points. The motivation for the study of these models comes
from condensed matter theory, in particular from two- and three-dimensional systems involving
strongly correlated electrons. The relevance of gravitational models to real world condensed
matter systems remains highly speculative, but the gravitational approach continues to produce
effects that are intriguingly similar to what is seen in experiments. A recent example from our
own work [13] involves non-Fermi-liquid behavior in the specific heat of anisotropic black branes
of the type considered in the present paper, which turns out to be qualitatively similar to the
measured specific in certain heavy fermion metals near a quantum phase transition [14, 15].
While much of the work on gravitational modeling of strongly coupled field theories to date
involves asymptotically AdS spacetime and an underlying conformal symmetry, it was crucial
to the success of this particular application to have a non-trivial dynamical critical exponent
z > 1. This provides impetus for further study of gravity models with anisotropic scaling.
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1 Introduction

There has been considerable recent interest in developing holographic models of strongly
coupled physics in low dimensions with a view towards condensed matter systems (see [1-4]
for reviews). This can be motivated both from the point of view of extending the gauge
theory/gravity correspondence to include a variety of interesting field theoretic systems
without supersymmetry, and also from the point of view of gaining a new theoretical han-
dle on materials containing strongly correlated electrons.

In a recent paper Hartnoll and Tavanfar [5] considered a simple holographic model
for strongly interacting fermions in 241 dimensions at zero temperature and finite charge
density. In their approach, which builds on earlier work in [6, 7], the bulk Maxwell field,
which is dual to the field theory current, is sourced by an ideal fluid consisting of charged
free fermions. The combined Einstein, Maxwell, and fluid field equations in the bulk space-
time have planar solutions, referred to as electron stars in [5], where the charge and energy
densities of the bulk fermion fluid have a non-trivial radial profile. The geometry is asymp-
totically AdS but deep in the electron star interior the metric exhibits Lifshitz scaling with
a non-universal dynamical critical exponent that depends on the couplings of the model.
Similar constructions were considered in [8, 9] for neutral and charged free fermion fluids
supported by a degeneracy pressure.

In the present paper we extend the gravity dual description of [5] to include finite tem-
perature configurations in the boundary field theory. We construct static solutions of the
bulk field equations where an ‘electron cloud’ is suspended above the horizon of a charged
black hole, or more precisely a black brane with a planar horizon. The electron cloud has
both an outer and an inner edge. The outer edge is also found in the electron stars of [5] but
the inner edge is a new feature, found only at finite temperature. At the inner edge the grav-
itational pull of the black brane on the electron fluid is balanced by electrostatic repulsion.

In the fluid description, observables in the boundary theory, such as the electric con-
ductivity, only receive contributions from bulk fermions located within a band of finite



width in the radial direction. The sharpness of the edges is presumably an artifact of the
classical perfect fluid description and we expect both quantum corrections and fluid inter-
actions to give rise to tails in the bulk fermion profile that fall off towards the boundary
and the black brane horizon, respectively.!

At the level of classical geometry, a finite temperature in the boundary theory is in-
troduced by including a black hole in the bulk spacetime, with a non-vanishing Hawking
temperature. Quantum effects in the bulk include thermal Hawking radiation, which comes
to equilibrium with the bulk fermion fluid, but at weak gravitational coupling this ther-
malization in the bulk is suppressed and will not be considered here. This simplifies our
analysis considerably as it allows us to use a zero temperature equation of state for the
free fermions in the bulk to capture finite temperature effects in the boundary field theory.

At low temperatures in the boundary theory, the electric charge in the bulk geometry
is partly carried by the electron cloud and partly by the charged black brane inside it. As
the temperature is raised, the two edges of the electron cloud move towards each other
and an ever larger fraction of the total electric charge in the bulk geometry resides inside
the black brane. The two edges of the electron fluid meet at a finite critical temperature,
above which there is only a black brane solution with no electron cloud present. We find
that the system undergoes a third order phase transition at the critical point.?

As the temperature is lowered, on the other hand, the inner edge of the electron cloud
approaches the black brane horizon, which in turn recedes towards vanishing area. In the
zero temperature limit, one recovers the electron star geometry where there is no longer any
black hole and all the charge is carried by the electron fluid. We confirm this by showing
that the horizon recedes from the boundary, the geometry at low temperature encodes the
dynamical exponent z, and by comparing free energy densities. We find that at low tem-
peratures the free energy density of an electron cloud geometry smoothly goes over to that
of an electron star. Furthermore, we compare the free energy densities between an electron
cloud solution and an AdS-RN black brane solution at finite temperature. We find that,
whenever a solution with an electron cloud exists, it is favored over an AdS-RN black brane.

The electrical conductivity at finite temperature can be obtained for this system using,
by now, standard holographic techniques (see for instance [1, 2]). We find that the finite
temperature conductivity smoothly interpolates between the AdS-RN and electron star
results [5].

The same finite temperature solutions were found independently by Hartnoll and
Petrov in [10]. Initially there was a discrepancy between their work and ours in the analysis
of the phase transition, but after correcting an error in our expression for the free energy
density, we now also find a third order phase transition.

!Such tails are, for instance, found in an alternative approach to including bulk fermions based on a
single fermion wave equation [11].

2In an earlier preprint of this paper it was incorrectly stated that the phase transition was second order.
The correct behavior was identified in [10].



2 Field equations and electron cloud solutions

The Einstein-Maxwell equations with a negative cosmological constant and a charged per-
fect fluid are

1 3 .
R/w _ igl“/R _ ﬁg/w _ li2 (T;%achu + T;?ll/ud) : \vid F/“/ —e Jﬂuld (21)
We adopt units where the characteristic AdS length scale is L = 1. The source terms are
given by
1 1

Tplz/iaxwell — 672 (F/L/\Fu/\ _ ZgMVFAUF/\U> 7 (2.2)
T/glblid = (P +p)u,uu1/ +P9uv, (23)

Jguid = ouy,

where ¢ is the charge density of the fluid, p is its energy density, p the pressure, and u* the
four velocity, u*u, = —1. The justification and limitations of the perfect fluid description
are discussed in detail in [5] and the same considerations apply here.

We look for static black brane solutions with planar symmetry,

ds* = —f(v)di* + g(v)d” + — (dbL +dyt), A= gh(v) dt, (2.5)

where the radial coordinate goes from v — 0 at the asymptotic boundary to a constant
value v = vg at the black brane horizon. We find it convenient to introduce a scale invariant
variable u = —log(v/vp), such that u = 0 at the horizon and u — oo at the boundary, and
work with rescaled fields,

f=vf, g=v9, h=wh, p=rp, p=r’p, 6=cko. (2.6)

The equations of motion (2.1) can then be expressed in a first order form, convenient for
numerical evaluation,

jf (- 3eg) = e fgp, (2.7)
dk . .. 2\ g6
o th= (ﬁhk + f) W (2.8)
1df 1 dg 0, Gho

where k = dh/du. Following [5], we assume a free fermion equation of state defined via
. R
A:ﬁ/ deeve? —m?, p= ﬁ/ dee2\/e2 — 2, —p=p— o, (2.10)

where ﬁ is a coupling dependent dimensionless constant, m is proportional to the electron

mass, m? = Z”—jm27 and the (rescaled) local chemical potential [ is given by the background

Maxwell gauge field in the tangent frame, i = iL/ \/} .



As discussed in [5], there is a range of parameters,
K
e* ~ 7 <L (2.11)

for which we can assume a classical bulk geometry with a non-trivial back-reaction due to
the fermion fluid. If, at the same time, the Compton wavelength of the fermions is small
compared to the AdS length scale,

mL>1, (2.12)

then we are also justified in taking spacetime to be locally flat in the fermion equation
of state. These conditions amount to the dimensionless parameters in the equation of
state (2.10) taking order one values [5],

B~1, m? ~ 1. (2.13)

The construction of the electron cloud geometry proceeds in a few steps. First we
solve the vacuum equations, with 6 = p = p = 0, to find the charged AdS-RN black brane
solution inside the cloud,

R 42 42 e4u R
f:€2u+56_2u* <1+5)e—“, §=—, h=g§(1—e™). (2.14)

The dimensionless constant § is proportional to the charge carried by the black brane and
we have used the freedom to rescale the time coordinate t to fix the overall normalization
of f . When the charge parameter is in the range 2 < 6 the black brane is non-extremal
with a non-degenerate horizon, where the local chemical potential /i vanishes. As we move
away from the horizon the chemical potential grows but remains too small to support a

fermion fluid until
72
p2= W (2.15)
f(u)

We will only consider non-vanishing fermion mass. For zero fermion mass the inner edge

of the electron cloud reaches the horizon for all temperatures. The geometry, with the
back-reaction from the fermion fluid included, is then harder to determine and we will not
consider this case here.

The condition (2.15) is easily seen to be equivalent to

9 m2eu(e2u +€u+ 1)

> T 2
er — +7

=r(u). (2.16)

The right hand side is shown for two different values of 77?2 in figure 1. It can be read off
from the figure that:

e There cannot be any fermion fluid outside a non-extremal black brane if m? > 1,
since in this case r(u) > 6 for all u > 0. This restriction on 7 was already seen in [5]
as a condition for the existence of electron star solutions at zero temperature.
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Figure 1. The auxiliary function r(u) in (2.16), used in the construction of the electron cloud
solution, is plotted for 7 = 1 (dashed red) and 7o = 0.55 (solid blue).

2 < 1 and a near-extremal black brane with 2 < 6, the condition (2.16) is

satisfied within a finite interval u; < uw < wg, indicated in the figure. The endpoints

e For m

of the interval correspond to the inner and outer edges of the electron cloud in a
“probe” approximation, where the back-reaction on the geometry due to the fermion
fluid is ignored.

e For m? < 1 and 42 below a critical value (which depends on 112), the condition (2.16)
is not satisfied for any w > 0. This implies there is a critical temperature above which
there is only a black brane and no electron fluid in the bulk.

The second step in the construction of an electron cloud solution with back-reaction
included is to numerically integrate the field equations (2.7)—(2.9) starting from the inner
edge of the electron cloud. The functions f 0, 71, and k are continuous at the matching
point u = w; and thus we can generate initial values for the numerical integration using
the exact AdS-RN solution (2.14) with § determined from (2.16) evaluated at u = uy.

The local chemical potential [i goes to zero in the asymptotic u — oo region and the
numerical integration is terminated at a point u = wus where the condition (2.16) is no
longer satisfied. We find that the back-reaction of the fermion fluid on the geometry leads
to us > ug, and that this effect becomes more pronounced, us > usg, at low temperature.
Figure 2 shows numerical results for the fluid variables &, p, and p for m = 0.55, B =10,
and ¢ = 4.49.

The third and final step in the construction is to obtain the spacetime geometry outside
the electron cloud by matching the numerical solution onto a charged black brane solution
at u = us in much the same way as is done for electron stars in [5]. The exterior solution
has the general form

R 2 2 _4du
f=ce® + 756_2" — Mge ™™, g=

, h=ps—Qse™ ™, (2.17)
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Figure 2. The radial profiles of the fluid variables (&, p, p) for 7 = 0.55, B =10, and ¢ = 4.49.

where the subscript s on the various constant parameters is a reminder that they are de-
termined by matching onto a numerical solution at u = us. We already fixed the overall
scale of the time coordinate when writing the inside black brane solution in (2.14) so now
there appears an extra parameter cs in f . Also, since the external solution only extends
to u = us and not to an event horizon, we do not require the usual relationship between

Ms, Qs, and pg found for a vacuum AdS-RN black brane. The parameters in (2.17) are

instead determined to be

M

3 -

=2

M;s = f(us
These parameters refer to the rescaled fields in (2.6) while the physical parameters ap-
pearing in an external AdS-RN solution with a canonically normalized time coordinate are
(2.22)

_ Qs M=
csv

s
= Q 7
Csg

given by
n= 500 )
Once the parameters of the external black brane solution have been determined for given
values of 1, B, and ¢, standard methods can be used to obtain the free energy density as
a function of temperature for these geometries. This will be carried out in section 3 below.

The next step is to determine the Hawking temperature of the electron cloud geometry,
which is to be identified with the temperature in the boundary field theory. The Hawking
temperature is easily obtained from the behavior of the Euclidean metric near the horizon.

(2.23)

T 6-¢

One finds
ﬁ B 8mps
where we have again divided by the physical chemical potential p in order to have a di-

mensionless quantity to work with.
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Figure 3. The curvature scalar R versus the proper distance s measured from the outer edge of
the electron cloud for mm = .55 73 = 10 and for 7'/ values .55,.22,9.4x1072,9x 10~% and 1 x 107,
The curves extend further to the right with decreasing temperature. The value for R in the Lifshitz
region deep inside an electron star with the same m and 5’ is shown as a horizontal line for reference.
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Figure 4. On the left we plot the horizon radius vy ! as a function of the temperature, 7. On
the right we show the charge parameter of the inside black brane solution (2.14), ¢2, versus T for
m = .55 and 3 = 10. For reference we plot the extremal value ¢ = 6.

In the limit of zero temperature we expect to recover the electron star geometry of [5].
In this case the radial coordinate extends to u — —oo and the metric exhibits Lifshitz
scaling in the deep interior.

In figure 3 one can see that the curvature scalar R as a function of the proper distance
s measured from the outside of the electron cloud is approaching the expected asymptotic
value for a Lifshitz geometry as we lower the temperature T" before plunging to R = —12
at the horizon. From R evaluated on the solution and the metric, one confirms the correct
dynamical exponent, e.g. z = 5.75466 when m = .55 and B = 10.

On the left in figure 4, we see that the horizon radius vanishes as the temperature
is lowered indicating that the horizon recedes from the AdS boundary. Furthermore by
fitting the low temperature data in the figure, we find that

T <i> : (2.24)
B\ o

where z matches the appropriate expected Lifshitz exponent to a very high precision. This



is further evidence that the anisotropic scaling found inside the electron star is recovered
by our electron cloud solutions at low temperature.

The plot on the right in figure 4 shows that the zero temperature limit in the bound-
ary theory is in fact not obtained by approaching an extremal interior black brane, which
would have ¢ = 6. This is at first sight counterintuitive but can ultimately be traced to
the focusing effect that the electron fluid has on the geometry outside the black brane. If
one were to try to construct an electron cloud solution starting with a value of ¢ that
is closer to 6, than what is seen in the figure the metric would collapse to a curvature
singularity at a finite proper distance outside the horizon and the solution would never
reach an asymptotic AdS region.

3 Free energy

Further evidence that the electron cloud solution is the proper finite temperature exten-
sion of an electron star comes from comparing free energy densities. We obtain the free
energy by evaluating the on-shell Euclidean action of the bulk system, including the usual
Gibbons-Hawking boundary term [12] and boundary counterterms required for regulariza-
tion [13, 14]. A bulk action for the charged electron fluid also needs to be included, as
described in [5]. The full bulk action turns out to be the integral of a total derivative, and
when combined with the appropriate boundary terms, it gives a simple result for the free
energy density,

F=M-puQ@ —sT, (3.1)

where s is the Bekenstein-Hawking entropy density.?> This can be simplified by using the
thermodynamic relation

%M—MQ—STZO, (3.2)
giving
M
F=-". .
. (33)
The relation (3.1) follows from the radial conservation of the quantity
3u o - d £
D=-"° <—2hk—2f+f> . (3.4)
7 du
fg

By using the equations of motion (2.7)—(2.10), it is straightforward to check that % =0
and one then evaluates D at the horizon and at the u — oo boundary to obtain (3.2).
Using (2.22), the free energy density can be re-expressed in terms of output parameters
from our numerical evaluation,
1 M

F=—-—-—=.
243
2 csvg

(3.5)

3In an earlier version of the paper the sT term was missing from the expression for the free energy
density. This led to an incorrect characterization of the phase transition.
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Figure 5. The free energy densities of AdS-RN black brane and electron cloud solutions for 3 = 10
and 7 = .55. In addition the free energy for an extremal black hole and the electron star solution
of [5] are shown with a red box and a green dot, respectively.

The factor of v3 in the denominator tells us that we should instead work with the dimen-

sionless quantity
F 1ecs My

w2l

when comparing free energy densities.

(3.6)

In figure 5 we use these dimensionless variables to compare the free energy densities
of various geometries for a typical case when m = .55 and B = 10, holding the chemical
potential fixed. One readily sees that the electron cloud solution is preferred over the black
brane solution up to the point where the local chemical potential is too low to support any
fluid. Beyond this point the only solution is an AdS-RN black brane. At low temperatures,
on the other hand, the free energy density of the electron cloud geometries approaches that
of the corresponding electron star.

In addition to the low-temperature regime, it is also interesting to ask about the nature
of the transition to the AdS-RN black brane solution at higher temperatures. To address
this issue, we consider the difference in energy densities between an electron cloud solution
just below the critical temperature T, and an AdS-RN black brane solution,

(5= () o~ () &

at the same value of T'/u. Figure 6 shows a log-log plot of this difference near the critical
point where one loses the cloud solution at T,/u = 0.058868 for 7 = .55 and [3 = 10. The
solid curve in figure 6 is a straight line of slope 3 giving numerical evidence of a third order

s(8)-o (57"

phase transition where
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Figure 6. The difference between the black brane and electron cloud free energies near the phase
transition temperature at 5 = 10 and m = .55.

This feature was observed numerically in [10], and those authors also gave a simple analytic
argument for this behavior.

4 Electric conductivity

The finite temperature AC conductivity at zero momentum can be computed in an anal-
ogous way as was done for the zero temperature electron star in [5]. In fact, the finite
temperature computation is more standard since in this case the ingoing boundary con-
ditions [15] for the fluctuations in the gauge field are imposed at a smooth black brane
horizon rather than at the (mildly) singular Lifshitz horizon inside an electron star.

The background is perturbed, assuming a time dependence of the form e~** and
the resulting equations are linearized. To get a closed system of equations, the following

perturbations are needed

Ap = 6A,(w)e ™ G = 6g(u)e™™, Gy = Sl (u)e ™ (4.1)

This leads to a system of four first order differential equations

6A, + %5% + b, =0, (4.2)
d(sgtx ~ dil 1
G~ 200+ 204, =0, (4.3)
Ay J -
s | JIs5p g (4.4)
du f
N ~92 P
e dflf“” + \/L (28“32 - wfg) + f%@ §A, =0, (4.5)
fg

~10 -
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Figure 7. Real and Imaginary part of the conductivity for /i = 0.55, 3 = 10. The curves blue dots,
dashed green and solid red correspond to temperature value T'/T¢ = 2,1 and 0.162, respectively.
Te /i = 0.05887 denotes the critical temperature where the phase transition occurs. Curves for
lower values of T" are almost indistinguishable from the solid red curve.

where wy is defined in terms of the canonical normalized frequency w as ws = csvgw.
Equation (4.4) can be regarded as the definition of the auxiliary function §B,. We note
that (4.4) and (4.5) form a closed system involving only 6A, and 0B,.

‘At the horizon, ingoing boundary conditions are imposed [15]. This implies 6A, —
u”ixT and 6B, — iwu 3T as u — 0 and T being the Hawking temperature of the AdS-
RN black brane solution (2.14). At the AdS boundary, where the background is of the
form (2.17), the behavior of those functions is

§Ay = A 4 AWev ... (4.6)
§B, = BO 4 BMe " ...,

The coefficients ASZ) and Bg(f) are connected, e.g. Bg(go) = csfigl). This relation can be used

to express the conductivity as

i BY
x

o @ , (4.8)

g =

which is manifestly invariant under the rescaling described in the previous sections.

Our results for the conductivity are obtained by numerics. This is achieved by integrat-
ing out from the horizon in the background of an AdS-RN solution, as already indicated,
until the inner edge of the electron shell is reached. There, (5/196 and 5390 need to be
continued smoothly into a solution of (4.4) and (4.5) with the electron cloud solution as
background. At the outer edge, a second matching to the exterior solution must occur. Fi-

)

A plot of the conductivity can be seen in figure 7. The pole in the imaginary part, as

nally, the coeflicients A;O and BS]) can be read off at the boundary and plugged in to (4.8).

usual, indicates the presence of a delta peak in the real part. The offset in the conductivity
goes rather quickly to zero once the electron cloud is in place. This is also shown in figure 8.

Parameterizing the real and imaginary part of the conductivity as

2
Reo ~ o¢ + o2 (f) , Imo ~ a_lﬁ (4.9)
1 w

— 11 —
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Figure 8. Numerical results for the coefficients oy, 02 and o_; in the electrical conductivity in
equation (4.9).

for small w, it can be seen from our numerical data that oo and o_; level off for small tem-
peratures and og decreases like T2 in this limit. This is consistent with the zero-temperature
result in [5], where o( is not present, and with w/T scaling at low temperatures. Above
the critical temperature the background is an AdS-RN black brane and the calculation of
the conductivity reduces to the one described in [2].

5 Discussion

One of the most interesting recent developments in holographic model building is the ob-
servation that at low temperatures it can be energetically favorable for black holes in AdS
space to eject their charge in the form of matter "hair” [7, 16-19]. In the boundary the-
ory this hair may give rise to many interesting features including spontaneous symmetry
breaking [20], dynamical critical exponents [5] and non-fermi liquids [7, 21]. In general,
this may allow one to use holographic techniques to study condensed matter systems not
amenable to other theoretical tools.

In this paper we explored the finite boundary temperature generalization of the elec-
tron star configuration described in [5]. The electron star solution is a zero temperature
model for a quantum phase transition displaying dynamical critical exponents as well as
non-fermi liquid features. In the bulk the configuration is that of a zero temperature ideal
charged fermion fluid. In the deep interior this fluid has an asymptotic Lifshitz scaling sym-
metry. As one approaches the boundary, the gauge potential is screened by the charged
fluid. Eventually, the local chemical potential falls below the fermion mass causing the
fluid density to vanish. In the asymptotic region one is left with an AdS-RN geometry.

At finite boundary temperatures there is instead a cloud-like configuration, with the
electron fluid hovering outside an AdS-RN black brane geometry. This configuration is
only possible when the fluid and black brane have same sign charges such that electrostatic
repulsion balances gravitational attraction. Within the fluid and its exterior, the electron
cloud solution is similar to the electron star. The gauge field is screened and eventually
the fluid can no longer be supported. We found that as one lowers the temperature, for
fixed chemical potential one smoothly obtains the free energy of the electron star solution
at zero temperature.

— 12 —



In the other extreme, beyond a critical temperature the local chemical potential is
always lower than the fermion mass and no fermion fluid is supported. In this case we
are left with an AdS-RN black brane geometry. We studied the transition numerically and
found that it is a third order phase transition, as pointed out in [10].

We can summarize the phase diagram as follows, in the high temperature regime there
is an AdS-RN black brane. As one lowers the temperature it is favorable for the black brane
to expel some of its charge in the form of an electron cloud hovering over the horizon. As
one cools the system further, the interior black brane carries less and less charge and has
shrinking area. Finally, at zero temperature the black brane is gone and the fluid takes the
form of an electron star.

In addition to studying electron cloud thermodynamics we also computed the con-
ductivity, finding that it is nicely consistent with the electron star results of [5] at low
temperature and with the AdS-RN black brane at high temperature.

In [21] it was argued that if the fluid in an electron star experiences a local temperature
and magnetic field, it is possible to detect a Fermi surface evidenced by Kosevich-Lifshitz
oscillations. It should also be possible to see such oscillations in electron clouds.

A major challenge for the construction we are working with is how to interpret the
electron fluid directly in terms of operators in the boundary field theory. It would be
interesting to see how the work of [8] may be extended for charged fluids in order to
further characterize the nature of the underlying quantum critical point.
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1 Introduction

Taking the AdS/CFT correspondence [1] as a guideline, geometries with an anisotropic
scaling have been presented in [2] as candidates for gravitational duals for quantum critical
condensed matter systems that are invariant under Lifshitz scaling

t— Nt, x— Az, (1.1)

with a dynamical exponent z > 1. A detailed understanding of quantum critical metals
poses a challenge in theoretical physics [3]. Using gravitational duals to shed new light on
these and other condensed matter problems continues to be an active field of research (for
reviews see e.g. [4-6]). While the validity of this formalism is still a matter of debate, it
is important to develop these holographic duals further in order to be able to test them
against experimental results. This paper provides a prescription for defining thermody-
namic quantities for dyonic Lifshitz black branes that satisfy the expected thermodynamic
relations. Such a prescription allows to investigate duals of systems with anisotropic scaling
in the presence a magnetic field - along the same lines as e.g. AdS/CFT duality has been
used to obtain a holographic description of the Hall conductivity [7].



The paper is structured as follows. In section 2, the effective action of the holographic
model is introduced. It consists of an Einstein-Hilbert term coupled to a Proca field and
a U(1) gauge field, which is known to give rise to charged Lifshitz black brane solutions.
Building on previous analysis [8-11], the model with both electric and magnetic fields
present is investigated with an emphasis on holographic renormalization and thermody-
namics. The focus will be on 341 dimensions, i.e. a strongly interacting field theory dual
in 241 dimensions. This setup is relevant for a holographic description of materials where
the charge carriers are confined to layers orthogonal to a magnetic field. Another benefit
of working in this dimension is the duality between magnetic and electric fields, which
simplifies the following analysis.

In section 3, counterterms are introduced such that the action and its functional deriva-
tives are well-defined and finite on-shell. This extends the analysis in [11], where no gauge-
field was considered, and allows to renormalize the action for values z > 2, which goes
beyond the parameter range considered in [12]. The prescription presented here is based
on a new approach to identify the degrees of freedom of the system. Within the space
of solutions, Lifshitz-spacetimes form a subset which is disconnected from other classes of
solutions. Thus, on-shell variations must be constrained such that they do not lead away
from that subspace.

The renormalization procedure is then used in section 4 to define the internal energy
and Helmholtz free energy of the black brane solutions. These obey the same relations as in
standard thermodynamics. This extends the work of [12, 13] and gives further justification
that the thermodynamic description of black holes, which is known to be valid in the
AdS-case, is also applicable for non-relativistic holography.

2 The holographic model

The effective action used is of the form introduced in [8] with a Maxwell term added,

Sbulk = SEH + SPT'OC(I + S]\lazwell . (21)
In the above,
S —L/(R 21) (2.2)
BH =509 | UM, .
1
= —— dP N *dP PAP 2.
SProca 42 /]L[( A ¥ +cPA ) ) ( 3)
1
Sh = - FAF 2.4
Mazwell A l2 /M ) ( )

where P is a 1-form on the manifold M and F = dA the Maxwell-tensor. Variation with
respect to the metric g, gives the Einstein equations

G + Mgy = T, + TIM (2.5)



The energy tensors TZ;, and TﬁM are defined as

1 y 1 1
Tju =3 (P#P,, + [dP],A[dP],> — §PAP’\gW - Z[dP] ,\N[dP]’\”gﬂ,,) , (2.6)
1 1 .
T;E/M = 5 <F,LL)\FI/)\ - ZF)\/{FA g;w) . (27)

Variation with respect to P and A leads to the equations of motion

d*xdP = —c* P,
d«F =0.

Equations (2.5), (2.8) and (2.9) are known to have asymptotic Lifshitz solutions with
dynamical exponent z if
224 (d—1)z + d?

A=-— 5 , (2.10)
dz

c= 13, (2.11)

where d is related to the dimension of M by d + 2 = dim M.
For concreteness, the case dim M = 4, i.e. d = 2, is used in the following. This is

partly motivated by previous investigations [10, 14, 15], where results so far indicated that
the qualitative behavior of the system is mainly characterized by the ratio d/z rather than
d itself. Thus, using general d would merely clutter notation without being much more
instructive. Beyond that, the duality between electric and magnetic field strength in 3+ 1
dimensions allows for some further simplification.

2.1 Dyonic black branes

For the black branes, an ansatz of a static and stationary metric is chosen via the tetrad

ey = g dt , (2.12)
el = L% dx | (2.13)
€9 = L% dy , (2.14)
e3 = fL% dr . (2.15)

The metric is then given by g,, = nABeAMeBU. The tetrad has been introduced for later
convenience. Furthermore, the orientation on the manifold M is chosen to be

vy = esANerANea Aeg . (2.16)
The Proca-field and gauge potential are parametrized as

2

P = \/er_zang dt, (2.17)
z

A= Lr*¢fg?dt + LBz dy . (2.18)



Here, By is the constant field strength of a magnetic field perpendicular to the xy-plane.
For later convenience, dP and F' are parametrized as

dP = —V2zLr—*"'0f dr A dt, (2.19)
F = Lr* N fpodr Adt + LBydz A dy , (2.20)

where the constant py describes the charge density in the system. The above defined ansatz
will solve the equations of motion (2.5), (2.8) and (2.9) provided the following system of
first order ODEs holds

rf' = f(z-1-a%, (2.21)
2 | p2
r_ 9 n, L Pot By 4, %0
rg—2(3+a)+29</\+ Tt (2.22)
2 B2
ra = —2a — - {zb—&- a <A + P()";forzl + gb2>] ) (2.23)
rt) =2b—2a, (2.24)
1 2+BQ
ol = <20+ [poﬂ ~¢ (A+ o0ty glﬁ)} : (2.25)

A straightforward calculation shows that the quantity

2

_f po+Bs 4 1,
Do—rz+2(fAfTr f§zb —3g

2 82
+a%g® — 2abg® + ’)();;7007”2(]2<I>> (2.26)

is a first integral. This quantity will prove useful in deriving an equation of state in section
4.

The system (2.21)-(2.25) has the asymptotic Lifshitz fixed point f = fs,9 = 1,a =
b=+vz—1,6 = 0. It is however not the only fixed point, as there would also be the

possibility f ~ r*71, g = \/%,a = b = ¢ = 0, which corresponds to an asymptotic

AdS solution. The system can be solved in the asymptotic region r — 0 by first linearizing
around the Lifshitz fixed point, which gives the asymptotic modes of the solution, and then
iteratively calculating the descendants of these modes. The expansion up to the orders that
are relevant for this paper can be found in appendix A. A crucial result of this expansion

P = ( 2(22_1)+§> eo (2.27)

where ¢ is a scalar function that vanishes asymptotically for asymptotic Lifshitz solutions.

(up to a choice of sign) is

This will play an important role in the calculation of the on-shell variation in the next
section.



3 Renormalization

Using the equations of motion (2.21)-(2.25), the bulk action can be shown to reduce to a
surface term on-shell,

1 b27‘2¢
gon—shell _ / g OTTON 3.1
bulk W L? Jons? o ) M 31

In the above expression, vgys is the induced volume form on the surface, i.e. vgy =
e; N eg A eg. Plugging in the expansion from appendix A shows that the integrand di-
verges at the boundary as » — 0. Thus, the action needs to be renormalized before the
standard thermodynamic gauge-gravity dictionary can be applied. This can be done as
for asymptotic AdS solutions [16], that is by confining the integration domain to r > ¢
and defining a series of counterterms on the boundary dM,, such that the limit ¢ — 0 is
well-defined on-shell. It should be noted that the following analysis is also made under
the condition =; = 0, where E; is a coefficient in the expansion from appendix A. For
z > 2 (z > d) this would anyway be a necessary condition, as otherwise there would be
a non-renormalizable mode in the solution, while for z < 2 (z < d), this choice greatly
simplifies the definition of an energy, as it vastly reduces the number of required coun-
terterms to cancel all divergent contributions®. Furthermore, it will also be assumed that
2z < 6 (2 < d+4). With this, it will be sufficient to consider counterterms which are at
most quadratic in F' and A, which simplifies the analysis. At the same time, most known
quantum critical systems in experimental physics have a dynamical exponent in the range
1 < z < 3, which is well within the range considered. It can be expected, however, that
the final result for the thermodynamic quantities in section 4 remains the same for higher
values of z, but an explicit expression for the renormalized action would involve terms
which are quartic? and higher order in F' and A. Finally, the normalization fo = 1 is
used throughout. This is not a real restriction, as another value would simply correspond
to a different choice of the time scale, which could easily be reintroduced by multiplying
expressions with the appropriate power of fo.
The final form of the action is thus given by

S = Sbulk + Sreg + Sct . (32)
Sreg is a regulating term necessary to have a well defined variation in the presence of a
boundary,
9 L
26L7Syeg = 2 Kugpr, — ANKF — ——— Le, ANE . (3.3)
OM. oM. (2-2) Jom

The first term is the usual Gibbons-Hawking term which ensures that the variation with
respect to the metric is well defined. K is the trace of the intrinsic curvature K, = V(,n,,
which in the given setup can be calculated as K, = %%hlw where h,, = g — nun, is

!Similar conclusions were drawn in [11].
2There won’t be any terms with odd powers as the equations of motion are invariant under charge
conjugation A — —A.



the induced metric on dM.. The second term accounts for working in a background with
fixed charged density, i.e. 1.,6F, on the boundary instead of a fixed chemical potential.?
This choice comes from the consideration that the holographic field theoretic problem in
mind for this setup is a sample with 2-dimensional (semi-)conducting layers in a constant
magnetic field with a fixed number of dopants rather than a given chemical potential. In
the third term, £, is the Lie derivative with respect to es, which can be interpreted as
the normal derivative on the boundary. This last term is required to cancel a divergent
contribution of the preceding term that occurs for z > 2. Introducing x to denote the
induced Hodge-Star on the boundary and decomposing the Maxwell tensor as

F® =1, F | (3.4)
FWL — F

oM’
the regulating term (3.3) can also be written as

L
(2-2)

26L2Syeq = 2 Kuvan, — / AN%F¢ — / Lo ANKEC . (3.6)
OMe OMe oM
This makes it more manifest that the last two terms correspond to a Legendre transforma-
tion. In the standard dictionary, a bulk gauge field A will source a current 7 in the dual
field theory on the boundary. In that theory, F'¢ has an interpretation as the response,
ie. (J) ~ % ~ F¢. For z > 2, it can be read off from (A.5) that the mode with Qv
will grow faster than the mode involving Q. Thus, the latter needs to be canceled and it
is actually A + @Liz)SQA that becomes the source for the dual current.* The Legendre
transformation then interchanges the role of A + ﬁSESA as source and F'¢ as response.
Finally, S.; is a counterterm that cancels all remaining divergences from the bulk
action. It is given by

2(z+1 V2z(z—1
2KLZSct — @\/‘ Uc’)M""# gvaM
L oM L Jom.
+ L Les AN*Le, A+ L / FmAXF™ (3.7)
22— 2) Jour “ 2(2 - 2) Joum ' '

where £ was introduced in (2.27). The first term in (3.7) is simply a boundary cosmological
constant. The second term cancels a divergence with exponent zs coming from =y having
a non-vanishing value (cf. appendix A).> For 1 < z < 2 these two terms would actually
suffice, for z > 2 there are however further divergences occurring due to the electric and
magnetic fields not falling off fast enough. This is cured by adding the terms in the second
line of (3.7) involving £., A and F™.

Two issues might need some clarification. First, the attentive reader may have noticed
that there is a certain redundancy in the notation as £.,A = F°. This is done on purpose

3This point is explained in e.g. [5].

4This works analogous to the discussion in [17].

5Tt is worth noting that the &-term also cancels the divergence proportional to z; when Z; # 0. To
renormalize the action, however, terms with higher powers in £ would also need to be included.



to make the conceptual difference between those two terms manifest. £.,A is defined
through A, which is the field that enters the bulk action (2.1). The field F* is introduced
by performing a Legendre transformation. In the logical order, this transformation is done
after the action has been renormalized. Therefore, the counterterm (3.7) is written in terms
of £¢,A and without any explicit dependence on F*°.

Second, the first two terms in (3.7) which cancel all divergent contributions when A = 0
are different from the terms proposed in [11], where

oy Vor(z — 1
9k L28y = Z/ vaM+$)/ VP, Pyoons - (3.8)
oM OM.

However, by using (2.27), a short calculation reveals

A4 /22(z—1)/(P,P) = (2 +3) — §<P, P)+0(£2)
=2(z+1)+22(2 - 1) E+O(€?) . (3.9)

Thus, when &2vgy; vanishes for r — 0, which is indeed the case in the parameter range
considered here, the first line of (3.7) would give exactly the same contribution as (3.8).
Energy and momentum can also be calculated along the lines of [16]. The procedure
differs, however, in the following two ways. First, as was already pointed out in [11], the
dual theory is not relativistic and thus it is less convenient to work with the metric and the

stress energy tensor TH" = J%T%’ but more useful to work with a tetrad and 74, where
608

*TA=ABG - (3.10)
€B

Energy, momentum, energy flux and stress are then encoded in the components of 74. A
second, and more subtle difference is the way the variations are calculated. The aim is
to consider gravity duals to systems with anisotropic scaling, but, as was noted earlier,
in addition to the Lifshitz fixed point there also exists an AdS fixed point. In fact, the
asymptotic Lifshitz spacetimes form an isolated subset of the space of solutions that is
disconnected from the subset of asymptotic AdS spacetimes. Thus, in the same fashion
as the covariant derivative on a surface embedded in R¥ is basically the derivative of
the embedding space constrained to be evaluated on curves that do not lead away from
the surface, the variations must be constrained to ’curves’ that stay inside the subspace
of asymptotic Lifshitz solutions. These ’curves’ are defined by (2.27), which is a direct
consequence of making an ansatz that has asymptotic anisotropic scaling. Hence, the
variation must be performed under the constraint that it is not P, but the scalar ¢ which



is a degree of freedom of the system.® Using this relation, (3.10) becomes

2(z—1
2xL%my = 2K-602K60+< @

+£> ez AP
—((A, F%eg — (A, e0) F® — (F*®, ep)A)

L
22

2 1 2 —1
), VEE D

L
m (<£63A7 £63A>60 - 2<263A7 60>263A)
L

((Les A, Feo — (Ley A, e0) F — (F° e0) Ley A)

+

In the expression above, M - w denotes the contraction M,"w, for a 2-tensor M and a
1-form w. 7 and 7 are given by similar expressions, but without the terms involving &.
However, only 79 will be relevant when defining the energy in the next section.

For when considering differentials of thermodynamic quantities later on, it is also useful
to note the relation

s

2Kk L? =
S Ee

L
— % |:A + m,ﬂesA] . (312)

3.1 A note about z =2

For z = 2, and more generally z = d, the asymptotic expansions (see appendix A) become
anomalous and contain logarithmic terms. Furthermore (3.6), (3.7) (3.11), and (3.12) are
not well-defined due to the factor of (2 — z) in the denominator. In this special case these
need to be modified,

26L2Speq = 2 Kovanr, — ANKF® — L/ Inr Lo, ANKFC,  (3.13)

oM. OM. oM

2(z+1 \V2z2(z—1

ZKLZSCt = M/ vonm + # Evam
L oM L OM.

L L m m

+= InrLe,AN*Le, A+ — Inr F™ AXF™ | (3.14)
2 Jom 2 Jom

SMaking this statement simply based on the expansion (A.1)-(A.5) might appear ad hoc. For the purpose
of this paper it could just be thought of as a mere working assumption, but an investigation of the PDE-
system (2.5), (2.8) and (2.9) via a Fefferman-Graham like expansion (cf. [18]) reveals that the actual degrees
of freedom are not the components of P but are defined via projections to eg, e1,e2. These more general
results will be reported on elsewhere [19].



2(z—1
2kL%19 = 2K - ey — 2Keg — ( M —|—§> 1esdP
z

—((A, Feo — (A, e0) F° — (F*, e0)A)

—LInr ((Le, A, F€)ep — (Leg A, e0) F¢ — (F® ep)Le, A)
2(z4+1 2z(z—1

+ (ZL )60-1- (L )ﬁeo
L

—&—5 In7 ((Ley A, LegA)eo — 2(Le, A, €0) Loy A)

L
5 Inr ((F™ F™)ey +2F™ - F™ - eq) (3.15)

5S
2kL? spe = [A+Llnr£.,A] . (3.16)

4 Thermodynamics

A temperature is introduced in the dual theory by considering black brane solutions with an
event horizon at some finite value r = rg. At the horizon, f — fy,a — ag,b — by, ¢ — ¢Po
while g2 — ¢2(1 — r/r9). As the form of the equations is invariant under the rescaling
r — Ar,By — A "2By,po — A 2pp, the horizon can be assumed to be at rp = 1. The
dependence of the solutions on 7y can then be introduced by using the rescaling backwards.
With this simplification, the relation between the constants at the horizon is given by

2 2
z pg+ B
gngA—gb%fio 1 g, (4.1)
Zbo
ap = =2, (4.2)
9
Po
bo=—=. (4.3)
9

Thermodynamic quantities can now be assigned using the same prescription as for the AdS
case (see e.g. [4]). The value of & is associated with the number of flavors N in the dual

3
field theory through % = \/?X 2. The chemical potential p, magnetic field strength b and

the charge density q can be read off from the asymptotic expansion in appendix A,

B 2 _ V2NEQ
T T YT k2 T Tenr

u (4.4)

As By and pg enter in a symmetric fashion in the equations of motion (2.21)-(2.25), the
magnetization density is given by
B 1 bu
m=— - = 4.5
2kL 4k2 q (45)
This relation will become more clear in the discussion in subsection 4.2. Reintroducing the
scaling in ro reveals that m, p1 o< 7;* and the values of b and q are related to the variables

at the horizon via
By )

- L2y 4= 25L2rE "

b (4.6)



A temperature is defined via Wick rotating time and then compactifying on the thermal
circle, the result is

fogs
T=—"——. 4.7
4mriL (47)
The value of 7y also defines the entropy density,
2m
= . 4.8
° kL?r3 (48)

The evaluation of the conserved quantity (2.26) at the horizon and in the region r — 0
relates T" and s with the variables in appendix A.

) 2122 -OM 2 2\ p
2kL3sT = { z (B7+ 95 272, (4.9)

—AM - LB+ Q) - (B2+ Q)4 z=2.
4.1 Thermodynamic potential and equation of state

By the standard prescription, the grand canonical potential is associated with the the value
of the renormalized Euclidean on-shell action. However, in the case at hand (3.2) contains
the term — faME (A + ﬁﬂ%fl) A xF'¢ which has been added to the action to allow for
a setup with fixed charge density. This terms is not part of the renormalization to cancel
divergences, but it changes the thermodynamic potential by the value ug, resulting in the
canonical ensemble. Thus, from the on-shell value of the action (3.2),

a) = TSEucl,onfshell ’ (4.10)

where V is the volume of the system and a is the Helmholtz free energy density. Plugging
in the parametrization presented in section 2.1 and using the asymptotic expansion from
appendix A leads to

_ — By
2/@L3a:{2(2 Ve —IM+ Bl on 242, (411)

M+ LB+ Q)+ B+ on z=2.

An internal energy can be defined by working in the spirit of the AdS/CFT correspondence
and considering the on-shell action (3.2) as a generating functional for the dual field theory
with the boundary values of the fields interpreted as sources for their dual operators. In
[16] the dual stress energy tensor TH” was considered as the operator that is sourced by
the boundary metric b, . As already indicated in section 3, instead of T, the quantities
74 defined in (3.10) will now be used for this purpose. With 9; being the Killing vector
that generates time translation invariance the internal energy density e is associated to 7,
given in (3.11), through

Le = 7(0)) (4.12)

sources=0
The subscript sources = 0 reminds of the fact that according to the standard description,
the right hand side of (4.12), which comes from a functional derivative of the on-shell
action, must be evaluated with all sources, i.e. independent boundary values, set equal
to zero. To account for this, 79(J;) must be evaluated at the point where the explicit

~10 —



dependence on the source F* is set equal to zero. Formulated quantitatively, this means
that the term — fBME (A + ﬁ£e3A) A *F€ in (3.6) will not contribute to the internal
energy. This is also sensible, as this term would give a contribution coming from having a
nonzero chemical potential in the system, whereas the internal energy by definition should
just account for the mass of the black brane that causes the curvature of spacetime. The

‘ _ A(z=2)vz—IM
2kL%e = { z 272, (4.13)

result is
—2M z=2.
Now (4.9), (4.11) and (4.13) can be combined to
a=¢—sT, (4.14)

which is indeed the correct expression for the density of the Helmholtz free energy. Fur-
thermore, from the above calculations an equation of state can be derived,

2 —
z+ {5T mb + g z2#2, (4.15)

2 | sT—mb+pq+Lb2+5Lg> =2,

The first line is in accord with the findings in [13] and [12]. The appearance of b? and g2
in the equation of state for z = 2 is an artifact of an ambiguity in defining a counterterm
for this particular value of the dynamical critical exponent. The approach presented in
section 3 was a minimal one, i.e. just taking the counterterms which are required to cancel
all divergences. This results in the coefficients in (4.15). As a matter of fact, for z = 2 it
would be possible to add the terms 2 [, £, AANFC— [\ L, ANKLe, Aand [, F™ AXF™
with arbitrary coefficients to the action. This would leave (4.14) unchanged, but would
alter the coefficients of b2 and 2 in (4.15). In particular, it would be possible to cancel
these coefficients, making the second line of (4.15) identical to the first. It is unclear, what
argument should be used to single out this choice and fix the ambiguity.

4.2 The differential of the Helmholtz free energy

In thermodynamics, a satisfies
da=—sdl' —mdb+ pudq. (4.16)

This corresponds to the three relations

OJa

g8 _ g, (4.17)
orT ba

da

v =-—m, (4.18)
0b T.q

e _ (4.19)
dq T,b

These can easily be verified for dyonic AdS black branes in the case of z = 1, where an
exact solution is known. What will be shown in the following is that they also hold for
z > 1.

— 11 —



First of all, (4.19) is a direct consequence of (3.12) when taking the limit » — 0. From
this, (4.16) will follow if it can be shown that any of the relations (4.17)-(4.19) implies the
other two. To proceed with the proof of this, it is useful to note that in the equations of
motion (2.21)-(2.25) as well as (4.11), the values of By and pg only occur in the combination

n=B3+ph. (4.20)

Furthermore, as the dependence of 7y just enters in the form of a rescaling of the final

expression, all so far introduced thermodynamic quantities must be of the form QT(Z]) with

s being some scaling exponent and  a function of a single variable.” Therefore, let the
functions F and G be defined via

F(n)
T = 4.21
4w Lrg ’ ( )
Lu m  LG(n)
2kq 2 b g2 (422)

Imposing the conditions 79 = 1 and Z; = 0 on the ODE system (2.21)-(2.25) results in
a one-parameter family of solutions, the parameter being 7. Hence, F and G are not
independent and must satisfy a non-trivial relation. This relation turns out to be

AF — (2= 2)G+4nG'=0. (4.23)

The validity of this will follow as a corollary to what will be proved in the following, namely
that (4.23) is equivalent to each of (4.17)-(4.19).
First of all, the differentials of T', b and q are

z 2F
dl = — d By dB d 4.24
47TLT‘S+1 ro + 471'[17'6( 0 0 +PO PO) ) ( )
2B, 1
db = ———=d ——dB 4.25
o= gt gz dho (425)
Po 1
dq = — dpo . 4.26
a kL2rd i 2K L2r} po (4.26)
From this, at constant b and q,
1
dT) . (—:zF +4nF) dro, 4.27
b,q 471'L7“S+1 ( g ) 0 ( )
1
dsT) = [~(:+2)F + mF] dro , 4.28
( )byq 2/<L3rg+3[ ( ) & ] 0 ( )
2k L
d (H) = 2 (2= 2)G + 4nG'] dry - (4.29)
9/ eq 7o

"Of course, q, i, b and m are not exactly of this form, they however differ only by a factor of q or b
respectively.

— 12 —



Therefore,

Oa 0 z 2 b2+ 4r%g?
51l = ar T e
27 4z , 2(z—2) 9
- _KLQT'(%(Z}-*ZLU}-') [Z]:_ z+277]: oz 42 ng + 12" g
27 Amn[AF — (z — 2)G + 4nG'
T kL?r} (2 + 2)kL2r¢ (2 F — 4nF)
= 5. (4.30)

The last equality follows from (4.23). This establishes the equivalence of (4.23) and (4.17).
In an analogous way for constant 7" and q,

1
= (:F—dnF 4.31
db‘T’q sy F — WF) dro (4.31)
4
|, = =g o (4.32)
K 26L / /
d| — = —(z =2)F'G+ zFG'| dr
(q> g T F [--2) J dro
L
- %filnff [(z = 2)(2F — 4nF")G — 4=FF] dr . (4.33)
0

In the last line, (4.23) was inserted. With this,

Ja _ o = - 2 b2—|—4ﬁ2q2&
96 |7, T o0b| 242 24+2  4k%2 g T.q
| L 2 veaied (n)
z4+2 0b|p, z+2k%  2+2 4k q0b \q/|p,
_ 1 bp z—2LB0(b2+4112q2)g
2+2K%q  z+2 4/$r(z)_417
Bor} [ 2: FF 22 L4(b2+4n2q2)]~'}"’}
Lk (2F —4nF') 242708t 242 gty
_ bu
4k
=-—-m. (4.34)

Again, as the equality holds if and only if (4.23) is assumed, the equivalence of that
assumption to (4.18) is proved. Due to the symmetric appearance of b and g, this must
also be true for (4.19). As the validity of (4.19) has already been established, this concludes
the proof of (4.16).

Unfortunately, the thermodynamic relations found so far are not sufficient to determine
an explicit expression for F or G. A few exact solutions are known (see appendix B), but
in general numerical methods are needed to study these functions.

~ 13—



4.3 Susceptibility and magnetization

It is also possible to derive an expression for the density of the magnetic susceptibility,

L om
0b T.q
m 0 /m
=5 % (o),
3
- S [ o e ] -

Using the specific heat at constant volume,
1672
- : (4.36)
bg KLTH (zF — 4nF")
as well as (4.8) and (4.21), (4.35) could also be written as

‘= (262 + 8k%q?) m 2Tb2(2s — zeyT) . (4.37)
2(b2 + 4k292) b 4(b2 + 4k292)2

As a consequence, in the limit of vanishing temperature, assuming s and ¢’ do not diverge

cy Js

T  oT

in this limit®,
b2 & 8k202
x’ _ (" +8k7q7)m (4.38)
T=0 2(b2+4k%¢%) b
and for vanishing magnetic field,

.. om 1 u
=lim—=——5%. 4.39
X ’b:o b0 b 4K2 q (4.39)
For z = 1 this identity can easily be checked for dyonic AdS black branes. That it also
holds for z > 1 based on (4.16) is an intriguing result.
As was noted in [12], for 1 < z < 2, the value of v from appendix A can be expressed
as

1
o z—1
v —/0 r*7  fdr . (4.40)

Thus, because f > 0 outside the horizon, from (4.5) follows that m has the opposite sign
to b. As this also implies that y will be negative, at least in the limits of low temperature
and magnetic field strength, this means that the system exhibits diamagnetic behavior. In
contrast, for 2 < z < 6, an expression for v is given by

u_/olrz—l(f—ndr—{ol Z=2, (4.41)

73 2<2<6.

Here it is potentially possible to have a setup with m and b having the same sign and y
positive and thus modeling a paramagnetic material. In fact, the known exact solution for
z = 4 (see appendix B.2) is such a case.

8Numerical investigations in [14] suggest that they remain finite.
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4.4 Numerical results

Though the main results of this paper are derived analytically, it is instructive to also have
a numerical check of certain equalities. As the qualitative features seemed to be rather
indifferent to the particular value of z, numerical results are just presented for one value,
Y

The information about thermodynamic quantities is encoded in the functions F and

G (4.21) and (4.22). A plot of these functions can be seen in figure 1. The function F

G

1 1 ]7 1 1 1 ]7
5 10 15 5 10 15

Figure 1. Plot of the functions F(n) (left) and G(n) (right). F vanishes for n = 2}, indicating

that the black brane becomes extremal for this value.

can be seen to vanish sublinearly at the critical value n = —4A = 3’2—1 As this happens at
a finite value of 7y, this means that the black brane becomes extremal. A more detailed
numerical investigation of the behavior of the system when approaching criticality can be
found in [10].

The aim now is to check (4.23). To do this, define the functional

Fem-ng+ 2 ['g. (4.42)
0

which is the general solution of (4.23) for given G, and fix F such that F and F coincide
at some value of . Then (4.42) can be compared with the numerical value of F at other
values of 7. The relative error

F-F
F+F

is plotted in figure 2. For a better comparison with later plots, 1 has been translated back

ApgF =2

(4.43)

into a value of temperature, normalized by the temperature at q = i For temperatures
of O(1) and higher, the deviation can be seen to be lower than ten significant digits. When
the temperature is lowered, the deviation increases. This can be attributed on the one
hand to numerical values of F and G having lower precision at low temperatures and on
the other hand to the accumulation of numerical errors when integrating (4.42).

As (4.23) was shown to be equivalent to (4.16), the above results give a good indication

that the latter is indeed satisfied. It is however also be possible to make a more direct check.
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1 1 1 1 LY T
0.001 0.01 0.1 1

Figure 2. The relative error A, F versus temperature normalized with the value at q = i The
loss of precision for lower temperatures is due to the numerical function values become less precise

in that region and due to an accumulation of numerical errors from the integration.

For this purpose, the relative error

%}b,q+5

Apas =2 (4.44)

el
87’;“ } bq s
is plotted in figure 3. Results here are less precise than for (4.43). This is mainly due

Are( s
0.001 ¢

1073

1077

1079 L

I I I I T
1074 0.001 0.01 0.1

Figure 3. The relative error As versus normalized temperature. The increase for lower values of

temperature is due to the lower precision of the numerical data in that region.

to the fact that a numerical estimate of a derivative is in general more susceptible to the
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precision of the input data than the estimate of an integral. Nevertheless, the numerics
show an agreement to at least three significant digits — and even better agreement for
higher temperatures, where the precision is better.

This section concludes with a numerical check of (4.39), which also was a consequence
of (4.23). This identity allows to compare a second derivative of a with quantities that can
be read off from the asymptotics. Figure 4 shows the relative error

%al  _ 1 p
ob2 4K2 q
T
Apex =2 —_— (4'45)
9%a + 1 p
0b2 T,q 4K2 q

at vanishing magnetic field. Also here an agreement of about three significant digits or

Are!/\/

0.001

1073

1077

107?

L I I I I L T
1074 0.001 0.01 0.1 1

Figure 4. The relative error A,..;x versus normalized temperature for b = 0. As in the other plots,
the error has a tendency to increase with lower values of T' due to precision issues in that region.

better can be seen.

The results presented here were as far as it was possible to go using numerics with
reasonable computation time. The general trend was that the deviations presented above
decreased when the precision was increased. It stands to reason that computations done
with an even higher number of significant digits would further improve the numerical
results.

5 Conclusions

In this paper, several results on of dyonic Lifshitz black branes were established.

Though the renormalization of the action presented in this paper is still work in
progress, preliminary results for black branes with d = 2 and z < 6 can be obtained.
The task of deriving an expression for general values of d, higher values of z and even a
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curved horizon seems straightforward, however, an implementation is expected to become
more complicated when expansions up to higher order need to be taken into account.

A further result would be the evidence that this renormalization procedure gives ex-
pressions for the Helmholtz free energy and internal energy that are in agreement with
standard thermodynamic relations. This bolsters the case for dyonic Lifshitz black branes
as candidates for a holographic description of phenomena involving magnetism in quantum
critical systems with a non-trivial dynamical exponent.

Finally, the magnetization and susceptibility of the dual theories were worked out
using the gravitational description. For 1 < z < 2, the low temperature limit is always
diamagnetic, whereas paramagnetism can occur for 2 < z < 6. The only known exact
solution for z = 4 happens to be of the paramagnetic type, but it remains an open question
whether paramagnetism is the rule in this region of parameter space.
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A Asymptotic Expansions

An expansion for generic z for asymptotically Lifshitz solutions of (2.21)-(2.25) is as follows,

P {1_2\/2«1(,212)5%21 Y Ty

2(—24 22+ 2) 2(—2 422 + 29)

4z —1IM +4(z2722+2) EiZ2| .
24z z2(22+32+42)

(z— (-4 (B + Q%)
T RG22+ 1) r4+“'} ’ (A1)

VZi— 12151 2 + VZi— 12252 29

=1
g + z(72+22+21)r z(72+2z+z2)r
(22° —52% + 32 — 2) E1 55
/2 —1 2+z
Ve IME 222(z+1) "

(22 -3)(B*+ Q%) ,
R TEE ey 4, (A.2)

_ T Z1 (Zl — 2)51 % ZQ(ZQ — 2)52 29

@=va-l+ z(—2+22+21)r + z(—2+22+22)r
+(z -4z —1(B%+ Q?)
4(z—2)%(z+1)

_ — 27‘Z12151 27”222252
b=vz-1 2(=2+42z+21)  2(=2+2z+ 29)
CoWETTE ) , M,

4(z—2)2(=+1) z

g oMeEE 4 (A.3)

TR (A4)

1
z 2
= - _ R A.
¢ Q[ru+2_zr+ } (A.5)
where ... indicate descendants of the previous listed modes. The Exponents z; and 29 are
given by
1
4= [z+2— \/(2+z)2+8(z—1)(z—2)] : (A.6)
1
=3 [z+2+\/(2+z)2+8(z—1)(2—2)] . (A7)

For z > 2, the exponent z; > 0 and thus, in order to be renormalizable, the solution must
have Z; = 0. For the marginal case z = 2 with z; = 0 and zo = 4, there are logarithmic
modes occurring. After discarding a growing mode, the expansions (A.1)-(A.5) are modified
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to

32M — 325, - B2 - Q> SM+B?+Q?
= foll47r? 1
F=1 { tr 96 + 16 nr
2 2
B +} (A8)
16
= 2 2 2 2
g=11s 28M + 325 + B* + Q n 16M + 3(B +Q)ln7"
96 32
B>+ Q%
BT (NEOL I (A.9)
[ ez 2 2 2 2
o= 14 _88M — 645 + B+ Q°  16M +3(B +Q)1m
96 16
2 2
f¥(lnr)2 . (A.10)
[ _a9m. B2 _ 02 2 2
p | 20M =325 - B - Q@ 1M+ B+ Q)
48 16
2 2
+¥(m)? . (A.11)
¢ = Q[’I‘Q(—I/-l-lnT)-i-...} . (A.12)

B Exact solutions

B.1 z=1: dyonic AdS black holes

The solution of a dyonic black brane with a horizon at » = 1 is given by

2 B2 2 B2
f=1 92:1—(1+p°+ 0)7"3+p0+ Opd o= Po

4 4 ’

From this follow the thermodynamic quantities

g oy B B
2k L2} Lrg L2p2 2k Lrg
po2-p=Bf 2 449+ Bf
167Lrg kL3’ 2k L373
Lo A 305 +3B§  cv _ 6472
8k L3} " T 3kLro(4+pi+B3)’
\ - ~ Lo (12 + 3p3 + BY) (B.2)

6 (4 + pf + B3)
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B.2 z=4

For z = 4, there is the special solution?

por?

=1, ¢=1-1" a=b=V3 o=--"——
f 7g T? a f? 2(T2+1)7

(B.3)

which solves (2.21)-(2.25) provided n = B2 + p3 = 8. As it is just an isolated solution at
a single value of 7, the thermodynamic quantities that involve differentiation can not be
calculated. The ones obtainable are

g P __M _ B o B
2/§L2r3  H 2Lr§ ’ L2r(2) ’ 4/¢L2ré ’
1 2T 2
T= " 5= =0, a=-—">_. B.4
wLrg kL?r3 kL3r§ (B.4)

It might be worth noting that in this solution q and p have opposite sign and the internal
energy ¢ is vanishing. It stands to reason that these features would be generic when
generalizing this solution to z = 2d along the lines of [20]. That the expression for the
thermodynamical mass for the solutions presented there is nonzero is not a contradiction
to the results here, as the calculation in [20] seems to have been done in a thermodynamic
ensemble which does neither correspond the grand canonical nor the canonical one.

9This basically is the solution presented in [10], rotated on the Bopo plane.
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