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Abstract

Erosion has a long history in science and is used in many different fields today, for example in geology
for coastal erosion and in oil industry for pipe erosion. It is very difficult to study erosion both
analytically. Numerically it is difficult due to moving and shape-changing boundaries. Here we develop
a numerical model in 3D using the Lattice-Boltzmann method, which is good at simulating complex
moving boundaries, and erosion capabilities are implemented. Both laminar and turbulent flow can
be modeled with this program. Using an experimentally derived model for the mass change due to
erosion in clay and mud-type objects, one can derive equations predicting that the volume of a sphere
should, due to erosion, scale as V ~ —t2. This is also observed with simulations. The shapes of a
double sphere with different orientations and a cube in laminar flow we find to have similar power law
exponent P, P =2+ 0.1. But a cube eroding in Re = 800 had no power law behaviour, meaning that
the current analytical framework is incomplete. Possibility of a more general framework is presented
for future research. Different Reynolds number also affected the power law behaviour and the shape
change over time for the different solids.

Very little research has been made for erosion of planetesimals, but it has been argued that erosion
can be relevant to their fate. Using the same erosion model, an equation of the erosion time is found
for laminar flows and for a sphere. Simulation results find that the equation works within an order of
magnitude for turbulent flows, a double sphere and a cube. This gives an estimate of the erosion time
t* of planetesimals to be t* ~ 1s, given a size of radius equal to 10cm and 1km, an orbital eccentricity
e > 1072 and a distance at r = 1 a.u. Implying that orbits for planetesimals with low eccentricity
might be favoured.
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Chapter 1

Symbols

1.1 Abbreviations

e LBE - Lattice-Boltzmann equations
e LBM - Lattice-Boltzmann method

e BGK - Bhatnagar, Gross and Krook
e NS - Navier-Stokes

e Ma - Mach number

e Re - Reynolds number

e Er - Erosion number

1.2 Variables

o f - distribution function.

e f; - distribution function in the i:th direction.
o flea) £(0) _ Equilibrium distribution function.
e ;i - dynamic viscosity

e 1 - kinematic viscosity.

e p - Density.

e u - Fluid velocity.

e £ - Particle velocity.

o &, - discrete particle velocity

e ¢; - lattice velocity (rescaled discrete particle velocity)
e ¢ - sound velocity

e () - BGK collision operator.



7 - relaxation time.

7¢ - wall shear stress.

75 - adhesive force per area.

Ft - wall shear force.

K - erosion parameter. Details the toughness of the solid.

myg - erosion parameter. Amount of mass contained in a solid node.

¢o - erosion parameter. Van-der-Waals force value between two solid nodes which defines 7.



Chapter 2

Introduction

2.1 History of Erosion and Problem Description

Erosion is the process by which a solid body loses mass due to some interaction with a gas, liquid or
solid. Aerosols generated by wind erosion is one of the largest sources of aerosols which affects the
solar radiation absorption and reflection in the atmosphere [6]. Coastal erosion [7], which often gives
rise to distinctive structures, e.g. the cliffs of Dover, see figure 2.1, is an example of where water slowly
erodes away the shore. A study of solid-solid erosion of pebbles through collision with each other
in a river has history dating back to the Greek philosophers [13]. Aristotle suggested that erosion
causes the surface of the pebbles to be rounded. In particular, the points further away from the center
of the pebble erode faster. This gives a nice explanation why rounded corners are a more common
occurrence than sharp corners on pebbles in water. So it has been long known that erosion shapes the
world around us and is studied in various fields. The pebbles that Aristotle studied today fall in the
category of geological erosion. Here two typical problems are: (a) coastal erosion mentioned above.
(b) how rivers change and erode the land around them [21].

Figure 2.1: Cliffs of Dover. Source information found here: [11].

The phenomenon is also studied in industrial fields. In the oil industry, erosion from sand particles
in pipes can lead to the pipe breaking and causing environmental and economical damages [15]. While
there are many different aspects to erosion, The type of erosion which we study here is erosion where
a solid object in contact with a fluid loses mass to the fluid from the shear force the fluid applies on
the solid. We will look at the implications it might have in the field of astrophysics.

Arguments have been made to suggest that erosion can determine the fate of planetesimals in proto-
planetary disks [2] [17]. Planetesimals are potential starting points of planets formed from dust sticking
together in a proto-planetary disk around a star according to the solar nebular disk model [3], which



contains the most widely accepted theories of planet formation. The model does however cover more
generally the formation of stellar systems. There is no strict definition on a planetesimals size but
can generally range in radius of cm up to km. The planetesimal and the gas in the disk moves at
different speeds creating a headwind which allows for the erosion process to potentially happen. This
is more closely described in section 6.4. While there exists theories on how planets form, it is not fully
understood. Small planetesimals themselves are yet to be observed. Though their shape is thought to
be similar to that of comets, spherical or two spheres stuck together, or, a snowman shape.

(b))
Figure 2.2: (a): Rosetta comet [9], 27/05/2016. (b): Ultima Thule [16], 03/01/2019

The flow problem with erosion is a solution of the Navier-Stokes equation. This is a non-linear
differential equation where very few solutions are known. The inclusion of boundary conditions which
evaluates themselves based on the solution to the Navier-Stokes equation (moving boundaries) makes
the problem even more difficult, both analytically and numerically. One way to help with the difficulty
is to use an experimentally derived erosion model as a starting point [12] where the erosion rate is
assumed and verified to be linearly proportional to the wall shear stress from the fluid [12]. We choose
a model that is applicable to The types of objects with similar material properties to that of clay or
mud-type objects, consisting of many small grains. Smaller planetesimals composition is theorized to
be similar to that of clay or mud, many grains of dust sticking together. From this, equations char-
acterizing the volume change due to erosion and estimates of the time it takes to completely erode in
laminar flows and for a 3D sphere can be found. But for more physical scenarios where turbulence and
more complicated objects than a sphere exists, numerical simulations must be used. To do this, and
to solve the problem of moving boundaries, we develop a code based on Lattice-Boltzmann method
(LBM). It is a fluid solver based on kinetic theory (the Boltzmann equation), unlike most other solvers
which use continuum theory (Navier-Stokes equation) and it simulates weakly compressible flows. It
has an advantage that the boundary conditions are implemented in such a way that moving boundaries
become easy to deal with.

So the task is to build a numerical program using the Lattice-Boltzmann method to simulate erosion
of 3 dimensional objects. In particular we study a sphere, a double sphere with different orientations
and a cube. This is used to characterize the volume decrease and calculate the erosion time based on
simulation results, derived equations and Reynolds number.

2.2 Overview of Thesis

We will first detail some kinetic theory background, including the Boltzmann equation and the
Bhatnagar-Gross-Krook (BGK) collision operator. This will transition into a derivation of the Lattice-
Boltzmann equations and define the boundary conditions used. Following this a verification of the flow



in the simulations in chapter 5 will be presented using the Poisseuille flow, some streamline figures
and the Kolmogorov flow. This is to ensure that the flow in our simulations behaves correctly. Having
established the framework for the LBM and verified the fluid flow, we in chapter 6 cover the theory
of erosion, the numerical version of it and erosion of planetesimals. The experimentally derived model
for erosion will be used as a starting point and from it, both the numerical equations and theoretical
predictions will follow. A brief discussion of the erosion parameters will also be included. Before the
results we will show how to go between physical units and LB units in chapter 7. Then the erosion
results will be shown in chapter 8. Finally, a discussion on the results will be presented in chapter 9
where agreements and disagreements with experiments will be discussed. Conclusions based on the
results obtained, possible improvements and future research will also be included. In the appendix one
can find an overview of the structure of the algorithm and the code. The source code and video links
will also be present in the appendix.



Chapter 3

Lattice-Boltzmann Theory

Fluid flows are often described using the Navier-Stokes equations which lies in the regime of continuum
theory. Here one treats a fluid as a continuum, ignoring the fact that the fluid consists of smaller
particles. But the Lattice-Boltzmann method lies in the regime of kinetic theory, where one instead
looks at a fluid as a collection of many smaller particles. Of course, using Newton’s equation of motion
for all such particles when one usually has number of particles >> 10?3 is unrealistic. Instead one can
use a statistical approach where one focuses on phase space distribution functions for the particles.
If each particle were to have its own distribution function, the problem would again arise that there
would be too many equations to solve. So under the assumption that each particle is indistinguishable
in the fluid then for us there would only be necessary for a single particle distribution function f. The
distribution function f(a,&,t) gives the probability of finding a particle with position x, velocity &
and is the backbone of the LBM.

First the Boltzmann equation will be stated as it is equation from which the Lattice-Boltzmann
equations are derived from. It will be simplified to the Boltzmann-BGK equation, and from there
the full Lattice-Boltzmann equations will be derived. An equivalence between Lattice-Boltzmann and
Navier-Stokes will be shown to provide central equations and show that Lattice-Boltzmann does indeed
model the same type of dynamics as the NS equations given a few assumptions.

3.1 Theoretical Background

The Lattice-Boltzmann equations can be derived from the Boltzmann equation which is centered
around the single-particle phase space distribution function f(x,&,1t).

d 0 0 Fo

o _of  Of FOf_
dt Ot ox  p O€
Where % —|—£’% is the diffusion term, %g—é is the force term and C(f) is the collision term. From it, all
useful information about the system can be acquired. f is connected to macroscopic variables such as
density, momentum, pressure/stress tensor, energy and heat flux through integration of f times some
function of velocity &.

c(f). (3.1)

pla.t) = [ fla.&1)de. (3:2)
1

wlw.t) =+ [ €f@.€.0de. (3.3)

o(x,t) = /ccf(:a&t)d&, (3.4)
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(1) = % / A f (@, €, 1)de, (3.5)

q(z,t) = %/CCQf(m,é',t)dE, (3.6)

¢ = £ — u is the mean velocity. The first 3 macroscopic variables will be the useful ones in our case
and are the only ones which will be calculated in the simulation. All systems in this thesis will be
isothermal.

The biggest problem when solving the Boltzmann equation is the complex collision operator C(f)
which describes the change in f after a two-particle collision assumed to be uncorrelated prior to
collision.

c() = [ [ aoie ol (1)1 - £0)1 (b)) (37)

To circumvent this problem, a simplified collision operator can be used, as long as it obeys some
rules. The collision operator C(f) can be shown to have five collisional invariants [1] which satisfy

/C(f)gk(ﬁ)dﬁ =0, kE=1,2,3,4,5. (3.8)

They are all different moments of velocity. g1 =1,g234 =&,95 = &2, These five represent mass (g1),
momentum (gz 3.4) and kinetic energy (gs). The new collision operator must preserve these quantities.
And it should also drive the distribution function f toward the Maxwell-Boltzmann distribution function
according to the H-theorem [20]. The simplest collision operator obeying these rules is the BGK
collision operator

— f(eq)
Q(f) = _U=r) (3.9)
T

Where f(9) is chosen to be the Maxwell-Boltzmann equilibrium distribution function due to our
systems following such statistics. 7 is called a relaxation parameter which loosely determine how
quickly the distribution evolves to equilibrium. It is connected to the viscosity (shown in 3.3) and
is the parameter one mainly uses to change the Reynolds number due to its lower restrictions. One
physical difference between C(f) and Q(f) is that the BGK collision operator predicts a different
Prandt] number, which is the ratio between viscosity and thermal conduction. C(f) predicts a Prandtl
number value of ~ 2/3 which agrees with experiments of monatomic gases while Q(f) predicts a value

of 1. The expression for the equilibrium distribution function:

p (g—w)?

(eq) — _e~ ~2RT 3.10
f V2rRT ( )

f©D can be Taylor expanded to second order to give the expression

62

T 22 2 2
(EQ): e % 1 E’U, (gu) _l 3 11
re0—p s (1 S o). (3.11)

The taylor expanded version is what will be used for the final equilibrium function expression. Moti-
vation behind the expansion and its degree is given in chapter 3.2. The Taylor expansion of eq. (3.10)
is valid in a low Mach-number regime, which is what the LBM simulations will be limited to. It is
therefore of interest to know what the speed of sound is in the LB system. Sound speed is defined as

= (gﬁ)s. (3.12)
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The isothermal equation of state is defined as
p = pRT. (3.13)

Putting (3.12) and (3.13) together,
¢ = VRT. (3.14)
Since the temperature is held constant, the sound speed will be a constant as well. ¢, will then be
assigned the value % This has to do with the Gauss-Hermite quadrature points in chapter 3.2 and
will be shown there.
With £ and Q(f) defined, the Boltzmann equation can be re-written as the Boltzmann-BGK
equation

of  Lof _ f—fY Fof

ANy A A AR s 3.15

ot " Con T ) O€ (3.15)
Where the left-hand side can be interpreted as the convection term and the right-hand side the collision
plus force term. The force term will be used for the Poisseuille flow but put to zero for the following
derivation results. It is used by adding a force term to the collision operator as the right hand side in

equation 3.15.

3.2 Numerical Implementation

The equations we want to discretize in order to acquire the LBE is the macroscopic equations (3.2),
(3.3), and the Boltzmann-BGK equation (3.15).

The first step is to discretize velocity space. The macroscopic variables in eq. (3.2) and (3.3)
have to be calculated exactly in order to retain the fluid dynamics of the NS equation. An n:th
order Gauss-Hermite quadrature will be a suitable choice for this, one of the reasons being that it
can calculate polynomials with the form given in eq. (3.16) of order 2n - 1 exactly. According to
the H-theorem mentioned earlier, The BGK collision operator will drive the distribution function f
toward the equilibrium distribution function. f(°® is an exponential function, but the Gauss-Hermite
quadrature requires the function to be integrated over to have the form of

+oo 5 n
/ e " flx)dx = szf(a:,) (3.16)

— 00

This can be solved by Taylor expanding f(°® in u, which motivates why it was done in eq. (3.11). Note
that v/ RT is substituted for ¢,. It will eventually just become a constant but for clarity the sound speed
is used for now. As for the order of the taylor expansion, second order is chosen because combined with
the 3:rd order Gauss-Hermite quadrature it will calculate the macroscopic variables exactly. Given
that the goal is to build a 3D simulation, f will depend on x,y,z, and 3:rd order quadrature will give 3
quadrature points in each x,y,z component (27 points total). This in LBM literature is called a D3Q27
model. The 3:rd order Gauss-Hermite quadrature is exact up to 5:th order polynomials. Looking at
the macroscopic variables in eqs. (3.2) - (3.6), the distribution function is already multiplied by a 0:th-
up to third-order polynomial. So Taylor expanding up to second order retains the exactness of the
macroscopic variables given a 3:rd order quadrature. Other combinations of these orders exists, but
will not be covered here since they won’t be used.

Now the equilibrium function that needed to be integrated has the desired form with integration
variable £ and has a factor in front of it almost completely corresponding to the weights of a Hermite

12



polynomial. The macroscopic equations (3.2) and (3.3) becomes

27
p(x,t) =Y f(x,€,1) (3.17)
i=1
T
u(a:,t) = ;Zgif(wagi’t) (318)

To obtain the final form of f(°¥, ¢, needs to be determined. Recall from just below eq. (3.14) that
Ccs = % The derivation will now follow.

% comes from that when ¢; = %, the quadrature points will lie on an integer lattice [8]. Or in

other words, &; will be integer values (lattice vectors). And having integer lattice points for the lattice
grid has a few advantages like makes unit conversions easier and computationally one only needs to
store integers for lattice positions. When trying to determine the quadrature points such that they
equal integer values, the value of ¢s can be obtained.

The quadrature points are the roots to the n:th order Hermite polynomial H"(£) defined by the
weight function in D dimensional space w(&) for (¥, Here, D = 3 and n = 3.

_ 1 7;53 n _ (_1)71 n
For n = 3, this gives
H3 (&) = —c 27?62%5V3(ﬁ6_2%5) = (3.20)
Sl -g (e & ¢ g ¢
=> ¢* = 3c%¢. (3.22)

Eq. (3.22) have solutions & = 0,&11 = +1 if ¢2 = 1/3 => ¢, = 1/+/3. From this point on, & will be
called ¢; to denote that the discrete velocities are lattice vectors.

Using ¢ = 1/v/3 in eq. (3.11), the final expression for f(°¥ becomes

e 9 3
fi( a) — pw(c;) (1 +3(ci - u) + 5(01' cu)? — 2'“2) . (3.23)
The weights w; = w(¢;) can be derived from the definition of the weights in the Gauss-Hermite
quadrature (n = 3)
n=lnl /7 24\/7
w’i = 3 ] B) = — — 3" (3.24)
n2[Hp—1(c;)] 9(—9c;c; + 3)
8 L
?7 Z_(l) 2,3,4,5,6
R 279 1=1,2,9,4,9,
Ws = % i=7.8,..,17,18 (3.25)
S i = 19,20, ..., 25,26

w; can also be found in [20], table 3.6. The factor /7 in eq. (3.24) can be normalized away since
plu=0)=>, pw; => >, w; =1.

13



Figure 3.1: 3D visualization of the discretized distribution function f;. The numbers at each node
represents each index i.

Now that velocity space has been discretized through Gauss-Hermite quadrature, time and space
has to be discretized as well. Setting the external force equal to zero (as mentioned earlier, it can later
be taken into account through the collision operator), eq. (3.15) becomes

= C'l
ot ox T
filx,t) = w; f(x,&;,t). A first order forward Euler discretization can be used for the derivatives. It
can be shown with the trapezoidal method [20] that while forward Euler is generally first order, here
it will actually give second order accuracy.

fi(z,t + 0t) — fi(z,t)

, 4 ] _ pleq)
ofi __ Ofi _filwt) = ¥ (3.26)

i@+ it 4 58) — fil@t+60)  fula,t) = £

5t =i 5z, T - (3:27)
— filx 4+ c;ot,t +j§i — filz, t+0t)  fi(z, t)T, fi(eq) | (328)
Rearranging terms to obtain the final form Zof the Lattice Boltzmann equations
fila,t + 52 ~fil,t) | filw + it t + fs? — film,t+6t) _ _fi(a:,t)T— A (329)
=> fila + cibt, t + 6t) = fil@,t) - % (fit,t) = 1) (3.30)

This is the basic Lattice Boltzmann equation that will be used to to simulate the fluid dynamics
through the distribution function f. The equation is usually divided into 2 separate parts, streaming
step and collision step.

stream :  fi(x + ¢;0t,t) = fi(x,t)
ot
collision :  fi(x + ¢;0t,t + 6t) = fi(x + ¢;0t,t) — — (fl(w + ¢idt,t) — fi(eq))
T
These steps, along with the macroscopic variable equations (3.17) and (3.18), are the underlying
equations to simulate fluid dynamics using the lattice Boltzmann method.

14
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Figure 3.2: 2D illustration of the streaming step in LBM. A red arrow represents f; for one momentum
direction i. i = 0 does not move and remains at the center node.

3.3 From Lattice-Boltzmann to Navier-Stokes

The Navier-Stokes equation is the equation for modeling fluid dynamics, which is why most fluid solvers
are based on it. However, the LBM is based on the Boltzmann-BGK equation (3.15). To ensure that
the LBM replicates the behaviour of the Navier-Stokes equation, it is of interest to try and derive them
from the Lattice Boltzmann equations. This will also show a core equation used in the simulations,
namely the expression linking 7, the relaxation time, to the viscosity v. An equation that can also
be found through this derivation is the expression for the stress tensor which will be used later on,
but will not be shown here due to an amount of algebra which made even the literature putting it
in an appendix. This will be done using the Chapmann-Enskog expansion [20]. The idea is to do
a perturbative expansion of f; around fi(eoo in terms of the Knudsen number . This will separate
the physical properties of the density and momentum in different scales of the Knudsen number to
eventually give rise to the Navier-Stokes continuity and momentum equations. This is also known as a
multiscale expansion. Since the mass and momentum conservation are the ones taken into account in
this thesis, those are the ones that will be derived from eq. (3.30). Let’s start by stating the continuity
and momentum equations from NS:

{3tp+6‘a(pua) =0 , } (3.31)
di(pua) + 9s(puaug) = —0ap + 9 (1 (Opua + Oaup) + (uB — L) Oyuydas]

Oo = 8%‘ These are the ones the derivation will reproduce. Look at the lattice Boltzmann equation
slightly reformulated

fila + ciot, t+6t) — fi(,t) = —% (fi(:c, t) — fl.(eq)) (3.32)

The left-hand side is, again, the convection term. It can be Taylor expanded in the convection operator
(616 + Ciaa)

3

2
10k + cidla) i+ (0 + 0 fi+ O(0r%) = =L (1, — 10) (3.33)

The expansion is made to to second order because the term §t"(9; + ¢;0,)" f; scales as O(e™) ([20],
page 128). So the third orders and above will be small enough that they can be ignored. The labels
of the f:s and 0;:s are used for the later recombination of the different scales of . To save time and
effort, the second order derivatives of eq. (3.33) can be subtracted away by multiplying the equation

15



by %(at + ¢i0,) and subtracting it from itself.

52 5t 5t2
(575(815 + cic?a)fi + 7(815 + cié)a)2fi - 5(5} + Ciaa) ((515(8,5 + Ciaa)fi + 7(({915 + Ciaa)in> + O((Stg) =
(3.34)
_ Ot e, O A Ot ea)) _
=== (Fi= 1) + SO+ ) = (£ 157) => (3.35)
ot o ot? o
=> 3t(0; + cida)fi = == (f,» — 1 q>) + (0 +cida) 5 (fi — 1 q>) . (3.36)

Where the 3:rd order terms have been approximated away. Now, both f and J; has to be expanded in
€:

fi= 10 efD 2 + 0@3)} (3.37)

{at =0 + 20 + O(e3)

Where f(© is the equilibrium function but keeping the 0 for conventions sake. 9, does not need to
be expanded but is labeled with (1) to remember the order of it. Solvability conditions will here be

imposed as

3

These correspond to having the BGK collision operator preserving mass and momentum. They in turn
give for the macroscopic equations 3.18 and 3.17:

1
p=2200 u=3an” (3.39)

K2

Continuing with inserting the expansions into eq. (3.36) and diving by dt:

(aat(l) + 828152) + cisag)) (fi(o) + Efl-(l) + 52f1.(2)) = (3.40)
15t
_ <_T + Z(e0" + 20 + cicol) )) (10 +esV + 21 - 1) (3.41)
Separating ¢ and €2, two equations pops out
1)
(O + c,o0) 70 = L (3.42)
T
2) £(0) | (5(1) 1)y (1) 2ot 0 1)y (1)
8t fl + (at +C¢8a )fl = —T + ;(8t —‘rCiaa )fz => (3.43)
(2) 4(0) Ot \ (o) RGO
= o+ (1= 50 ) @+ o0 p) = L (3.44)

Here some of the details of the derivation will be skipped due to it being very involved. But giving
a short explanation of the following steps. Starting with equation (3.42) and multiplying it by 1, ¢;,
¢? and summing up all the i components, one can find the Euler equations. The second order terms
from equation (3.44) are required to derive the Navier-Stokes momentum equations. They can be seen
as corrections to the first order equations. Multiplying them with 1 and ¢; will give the continuity
equation and the Navier-Stokes momentum equation. To obtain this final form, for this derivation,
one must assume that Ma << 1 which again gives that the LBM method solves weakly compressible
flows. The first time this is seen is in the Taylor expansion of the equilibrium distribution function.
The Chapman-Enskog expansion of the Lattice-Boltzmann equations gives

16



Owp + 04 (puy) =0 (3.45)

ot
O(pua) + 03(puaug) = —0ap + 03 {pcg <T — 2) (Oguq + aauﬁ)} (3.46)

Comparing with equation (3.31), the continuity equation is the same and the momentum equation
match if p, = 2?“ This also produces the important equation used to link the relaxation time to the
viscosity which is the equation most widely used in LBM to control the Reynolds number since velocity
is limited by Ma << 1.

p = pc2 (T - 5;) =pv=> (3.47)
v=c? <T - 6;) (3.48)

0t is usually put to be equal to 1. Here one can see a restriction to the 7 parameter. Viscosity can be
defined as the amount of resistance a fluid has against being deformed. A negative value is then not
typically allowed, so 7 > 0.5.
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Chapter 4

Boundary Conditions

Boundary conditions at solid surfaces are necessary to describe how the fluid interacts with it. Here
bounce back, or no slip, boundary conditions will be used. It corresponds to simulating a rough surface
where the fluid velocity at the boundary is equal to zero. This is implemented with a simple rule.
After streaming, at every boundary node position x,,

fix(s, t 4 6t) = fi(axs, 1) (4.1)

where ix is the opposite direction of the incoming fluid density. Or in other words, §; = —&;.. This
will effectively create a solid wall halfway between the fluid node and the boundary node as illustrated
in the figure below.

seeee ereevrese g
A R R PR

Figure 4.1: Bounce back sequence. (a) is the streaming step. (b) is the bounce back boundary
condition. (c) is streaming step again. Grey area represents the solid domain while the white represents
the fluid domain.

For Boundary conditions at the edges of the simulation box, Periodic and velocity boundary con-
ditions are used. For the velocity boundary condition: The inlet will be managed by calculating the
equilibrium distribution function corresponding to a chosen velocity u at ghost points outside the inlet
direction. They will then stream into the the system. The outlet is dealt with by simply copying the
distribution function to the outer set of ghost points. This works best for when the flow is not changing
a lot at the outlet. But for our results it will provide sufficient accuracy as seen in the verification of
the simulations.
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Chapter 5

Flow Verification

To verify the flow of the LBM program, a good problem which has an analytical solution is the
Poisseuille flow. It is an incompressible, laminar fluid flow in a straight 2D pipe (or a cylindrical pipe
in 3D) with zero velocity at the boundaries (the no-slip boundary condition) driven by, for example,
gravity. It produces a parabolic velocity profile for the flow with its maximum in the middle of the
pipe. Solving the mass and momentum conservation equations, eq. (3.31), for the given boundary
conditions and forces, one finds the velocity profile as

PY 2 2
- — 5.1
u(w) = §(a? — ) (5.1)
where g is the gravitational constant, p is the density, p is the dynamic viscosity, 2a is the width of

the pipe and x is the position in the pipe. We compare the parabolic velocity profile to the velocity
profile of the simulation in figure 5.1.

Poisseuille flow
T T T

1.2
Numerical flow profile
#  Analytical flow profile
1 M‘# ok .
’ / X
¥
g oe # x\
3 £ *
\
‘X‘/‘( A
04r X
7( \
/ X
o2f £ X
o A
# ¥
0 . . . . . . . . .
5 10 15 20 25 30 35 40 45

X

Figure 5.1: Comparison between simulation and analytical solution to the Poisseuille flow. Re = 30.
Figure is taken as a snapshot at fixed y and z value. x shows position inside pipe. y axis shows velocity
normalized by the maximum velocity.
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Another verification is to look at the flow lines of a well-known fluid flow system. We can observe
the flow lines for a laminar flow past a sphere and for turbulent flow past a sphere. Laminar flow, or
creeping flow, is for low Reynolds numbers where the velocity of the flow is low, viscosity is high or
the length scale of the cylinder is low. Turbulent flow is for high Reynolds numbers where the flow
behind the cylinder (or the wake) becomes unstable and creates vortexes.

60

Cylinder, Re = 0.1 . flow around sphere Re =1000

- § — =

40
N 30

20

0 20 40 60 80 100 -0.04

((a)) (b))

Figure 5.2: Flow lines for different Reynolds numbers for (a) a cylinder and (b) a sphere. Inlet for
both (a) and (b) is at x = 0. X and z values are grid positions.

A second type of flow is the Kolmogorov flow. It is an open flow driven by a cosinusodial force
F, = Acos(nm—=—) where A is just a constant and n is the amount of periods. The force is in x

Zma;

direction. For the laminar case, it should produce a flow profile similar to a cosine profile.

" " ufy,
Cylinder, laminar flow ufuy Kolmogorov flow Ko

60

0.8

50

40 1

30

A

0
0 10 20 30 40 50 60 0 10 20 30 40 50 60
X
X

((a)) Laminar flow ((b)) Turbulent flow

Figure 5.3: We use an open flow without any solids (periodic boundary conditions in all directions)
and drive the fluid with a force I, = cos(nm+;) where n is the amount of cosine waves put in. For
the laminar flow, n = 1. For the turbulent flow, n = 8. X and z values are grid positions.
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Chapter 6

Erosion

As stated in the introduction, erosion has been studied in many different fields before. But never in
astrophysics. Given that small planetesimals are thought to be a collection of grains sticking together,
the erosion of mudball-type objects which can loosely be defined as objects held together by many,
much smaller grains will be used. It is assumed that the time it takes for the object to completely
erode (the timescale for the erosion) is larger than the time it takes the fluid to pass the object since
experiments show a large difference between the timescale of the erosion and the timescale of the fluid
[18], [17]. The object is then also assumed to erode in a smooth, continuous fashion and not through
big pieces relative to the object breaking off.

First the numerical aspects of the erosion calculation will take place. After that will follow a
brief discussion on the parameters of the erosion equation. And lastly a derivation of the analytical
predictions.

6.1 Model of erosion

The method of erosion is based on the work described in [12]. An experimentally derived and verified
formula for the local erosion of an solid object is used.

dm  [—k(1f —75), T > T
dat {07 GRS (6.1)

where k is the first erosion parameter and is related to the toughness of the solid object being eroded
with units [ %], 7¢ is the wall shear stress on the solid from the fluid in units of pressure and 7 is a
cutoff below which no erosion occurs. It can be though of as coming from the adhesive van-der-waals
force keeping the solid surface together. m is calculated at every solid point and when the amount of
mass loss equals a certain value mg (one of the erosion parameters), it gets removed. The wall shear

stress is defined as

_ Ou
™= M@Q? x=0
Where 1 = pv is the dynamic viscosity, u is the velocity parallel to the surface and x is the distance
from the surface. One can also identify the wall shear stress as the tangential component of the wall
shear force Fy. To calculate 7+ in the LBM it is easier to calculate F} and calculate the tangential part
of it. This can be done using the deviatoric shear stress tensor, which is defined as

B Oou,  Ouy
Cap = [ (axb + 8%) . (6.3)

(6.2)
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oap 18 by definition symmetric. It is a second degree tensor and can be interpreted as each column b
contains the shear stress applied in a’s direction. The equation in LBM for Fy ; is

3 3
Ffl(a:) = Zﬁjoij = Z’fl] (1 - 217_) (fq - féeq))cicj (64)
j=1

Jj=1

Where the expression for o, as mentioned in chapter 3.3, can be found from the Chapmann-Enskog
expansion [20]. From this one can compute the tangential component, or 7¢, of F} as

7t =+/( Fp)2 — (i - F))2. (6.5)

The estimate of the normal vector can be done by looking at the nearest neighbouring (NN) nodes.
One sums up the lattice vectors from NN solid nodes and then normalize it.

N
Z ¢ (6.6)

Where a is the normalization factor and i is the node index, not the component index of c. N is the
number of NN solid nodes. In the code there is another step to this where after the nodes have been
summed up, one transforms the vector to a lattice vector and then normalize. The advantage of this
is that the square root does not have to be calculated for every normal vector since it will only ever
be v/3,v/2 or 1 and the normal vector can be used for other parts of the code, saving memory space
equal to a vector of size 3(N,N,N,)* where N,, N,, N, is the dimensions of the simulation grid. The
drawback of this is that for 2 rare types of positions on the grid, the numerical normal vector would
point between two lattice nodes but is instead approximated to be the lattice vector closest to that
vector.

F; as stated earlier comes from the Van-der-Waals force. The reasoning for this is that surface forces
will be the biggest contributor to counteracting the erosion. Nearest neighbour interaction for Fj is
used due to the VDW force being a short-ranged force. Fy is calculated through setting the VDW
force between two solid nodes as a parameter value ¢g which is the second erosion parameter. Then
summing up the contribution from all nearest neighbour solid nodes while taking distance into account.

=

SHE

Fy(w) = Z%Ti, (6.7)

Where 7; is the distance from the node at & to the nearest neighbour node i (note that i is node index
and not component index) and N is the total number of nearby solid nodes.
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Now the fundamental erosion equations for the simulations have been presented. Some of the
parameters deserve some discussion because some of them have proven difficult to find any reliable
values for.

6.2 Estimates of Erosion Parameters

The x parameter, which is related to the toughness of the solid, has never been measured directly for
a planetesimal. However, comets might be objects similar to planetesimals. There have recently been
some experimental data with information of the material that make up comets [10] from the Rosetta
mission (landing on the Rosetta comet). This could be a possible way to experimentally estimate
kappa. From [5], one estimate of kappa from experiments with soil erosion due to water flow gives
10~% < k < 1073, They also emphasize the difficulty of calculating .

The mg parameter also needs some discussion. Looking at eq. (6.1), assume that the force is large
enough to cause erosion. So for one timestep, an amount dm is being eroded away. How much mass
is that in comparison to the sphere? a solid node won'’t be eroded away instantly, because that would
defeat the purpose of even calculating dm. So how much mass is contained in a single solid node?
Experimentally, it would be proportional to a small cube of solid matching the length scales of the grid
in the simulation. But even then, a definition of the size of a grain of material from the solid would be
required. To give a visual example, mg sort of says how many grains of material of the sphere exists
in a single node. When dm reaches the value of mg, the node is removed and eroded away from the
sphere. This parameter was introduced into the simulations as a way of circumventing the fact that
a discrete object is approximating a continuous one. mg is incorporated into a dimensionless number
called the erosion number Er. Matching mq to a physical parameter has proven conceptually difficult
but one idea is to absorb it into x and have the numerical Knumerical = Kphysical /mg. This was at least
used to compare the numerical t* and theoretical t* in figure 8.10.

Er is the dimensionless erosion parameter defined as Er = -2 (1p —7)dt. It is a local quantity
and contains information regarding how fast an object will erode. When Er = 1, a solid point erodes
away. Let’s say 0t = 1s. If Er = 0.1 for a given node, then it will take 10 seconds for that node to
erode. The maximum value for Er can then give an understanding as to how fast an object will erode,
without having to worry about the exact values of kK and mg. Calculating the corresponding physical
mass for 1523, one could say how fast a part of the object would erode away and would help creating
equivalent systems between simulations and experiments.

6.3 Analytical Theory of Erosion

The equations are based of the work from [18]. This will be an estimate for the volume change of a
sphere due to erosion. And other constants will be used to estimate the time it takes for the body to
erode completely. Let’s restate the equation for clarity’s sake.

m=—kr(1s — Ts). (6.8)

Assuming that 7v >> 75, using eq. (6.2) and approximating 7¢ as u% where d(u, v) is the boundary

layer thickness at the surface point (u,v) and Uy is the inlet velocity of the flow. Note that here we
want a global expression for M, M to denote the global aspect. Eq. (6.2) is a local one, so integration
over the surface of the sphere is required.

M ~ /—m—f ~ /ﬁué(gov)dudv = (6.9)
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u is the surface coordinate moving parallel to the flow. v is the surface coordinate moving perpendicular
to the flow. the center of the coordinate system is placed at the stagnation point of the flow, or at the
"front” of the sphere with respect to the flow direction. Since a sphere is used with no rotation, even
with erosion there is a symmetry in the v direction. So the boundary layer thickness will only depend
on the u coordinate. x, p and Uy are all independent of u and v.

L., 1 L, (u) L., L (u)
—kpU — dv | du = —kpUp2 S Ldu = 6.10
K 0/0 3(a) /0 v | au kuUo 71'/0 5(u) u ( )

[ dv will be an integration over a circle perpendicular to the flow around the sphere. L, (u) is a
characteristic length (radius) of the integration circle given u. L, = 2R, where R is the radius of the
sphere, since we're assuming that we are working with a sphere and placing the origin of our coordinate
system at the stagnation point of the flow on the sphere. Now we have to integrate the circle along

the u direction. In a laminar flow, d(u) ~ 4.91, /g [4].

2R 2R
L,(u) [Up 32 1 Ly(u)
= — kil v 2 du = drrpll du. 6.11

i 0/0 201 Vo™ TN gorm )y Vo (6.11)

L,(u) can be found through doing simple trigonometry:

R? = L,(u)? — (R — u)* => Ly,(u) = v/2Ru — u2. (6.12)

This gives
- - r=2R—u
Ly(u) , B —dx = du B
/0 W du = ; V2R — udu = Y (6.13)

u—>2R=>x—0

/ Jads = 3/2} = VBRY? = 8VV (6.14)
where V is the volume of the sphere. Putting this back into eq. (6.11) gives

1 R,
471'/-@ng/2491\[ \(f)

We can now find a separable differential equation for the volume:

du = 47r,%,uU3/24 g\lf\ff (6.15)

e 47/8 3/2
M—pV—4.91\/> Uy V'V = (6.16)

Solving this differential equation gives

0 * 3/2
1 ' 47/8 kuU, _ 47T\[ 3/2 -
/v de —/t N dt’ => 2v 101 fU t"—t)=> (6.17)

As one might have guessed, t* is the time at which the sphere erodes away.

—>V = (2472?1 VUt ) (1— ti*)?. (6.18)

From this, it seems that V should scale as V ~ t2. In [18], their theory predicts that the area A scales

as A ~ t3 and confirm this theory with experiments. Using the relation that V' ~ A%, and inserting
4

it into eq. (6.16), one can derive the relation A ~ ¢z:
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¥ 1 Am\/8 3/2 43 3 Am\/8 3/2
A% = pATA = AT => AT = P —t) = 1
pAZ =p 4-91\5"5#[]0 1=> A 4_91ﬁ”NUo ( ) => (6.19)
4
478 32\ 4
= (2.4.91/“5%/ (t* —t)5. (6.20)
Back to the volume expression. Looking at the logarithm of the equation,

41/8 t

log(V) = 2log (2 ”4\21 mﬁvg/%*> +2log(1— ). (6.21)

It predicts a slope of two in a logarithmic scale for the erosion of a sphere. eq. (6.18) can also be
reorganized to solve for t*, the time at which the object erodes away. Doing the algebra, one finds

0.2763 - /.
pr= 220 V0 (6.22)

ﬁUg’ 2y
Do note that this is under the assumption of laminar flow (from the expression of the boundary layer)
and for a sphere (the surface integration). But this can be tested against the simulations which can
do turbulent flow and other shapes to see how well it matches.

6.4 Erosion in Proto-planetary Disk

Arguments supporting the notion that erosion could determine the fate of planetesimals is through
a parameter study made by Noemi Schaffer at Lund University [2] and by wind tunnel experiments
made by Paraskov, Wurm and Krauss [17]. The following arguments will be based on the work from
[2].

The erosion of planetesimals comes from the fact that the planetesimal and the surrounding gas
moves at different velocities. The gas moves at a sub-keplerian velocity due to a pressure gradient in the
gas radially outward from the star [14]. And the planetesimal, while moving at keplerian velocity, can
have an eccentric orbit which increases the velocity difference. This difference makes the planetesimal
experience what is called a headwind that gives rise to a wall shear stress that potentially erodes it.

GM
Vheadwind = (6 + n)vkepler = (6 + 7]) T (623)

where G is the gravitational constant, M is the mass of the star, r is the radial distance from the
star. 7 is the factor accounting for the velocity decrease from the pressure gradient and is taken to
be n = 1073. e is the eccentricity of the orbit (elliptical deviation from circular orbit), where 0 is a
circular orbit and 0 < e < 1 is an elliptical orbit.

Paraskov, Wurm and Krauss have presented a theoretical estimate on the minimum amount of pressure
required for erosion to occur on planetesimals in a proto-planetary disk. This lower limit of pressure
they find to be ~ 25Pa. Using the experimental model for erosion, eq. (6.1), and other factors, one
can do a order of magnitude parameter estimate of the wall shear stress of the planetesimal and find
that for certain parameters it exceeds the 25Pa limit.

Starting similar to chapter 6.3, we approximate the wall shear stress 7¢ as

szu%- (6.24)
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Comparison of solid sizes
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Figure 6.1: Wall shear stress of planetesimal vs its radius from the star. e is set to be 0.1. The 25Pa
limit is represented by the black dashed line. The typical tensile strength of dust layers on comets
with a typical porosity of 0.2 is 1.28Pa [19] and is represented by the orange dashed line.

Where U is the velocity, p is the dynamic viscosity and (L) is the boundary layer thickness. Using

earlier results,
L
= pv, 5(L) = \/%. (6.25)

p is the density of the gas, v is the kinematic viscosity of the gas and U is the relative velocity of the
planetesimal with respect to the gas in the proto-planetary disk. With this, 7t becomes

U
T = prUy/ L= 2L UB2 = (6.26)
Using the fact that Re = %:
1

Values for these parameters can be found based on the radius L of the planetesimal, radius r from the
star and the eccentricity e for their orbit. For example, a L. = 1km solid body with eccentricity e =
0.1 would pass the the 25Pa limit at r ~ 2.5au.
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Chapter 7

Units

The conversion from physical units to lattice Boltzmann units can be done in multiple ways. However,
the core idea for the different methods is the same. The Reynolds number, a dimensionless quantity,
should have the same value in both the simulation and in our physical system. If that is the case, and
the geometry of the systems are the same, then the flow in our simulation is considered to be equivalent
to the physical one. Two more parameters must also be in agreement, the erosion parameters (x, mg)
mentioned in chapter 6.1. The erosion number could also be used.

The approach used here is to first go from physical units to dimensionless units by choosing an ap-
propriate reference length, time and density and multiplying the physical units with these reference
quantities to get non-dimensional numbers. From the dimensionless system, dx and 0t can be used
in a similar way to how the physical quantities were multiplied with the reference values to obtain
the dimensionless numbers, the dimensionless numbers get multiplied with combinations of dz, dt to
obtain the system in lattice Boltzmann units.

Defining some variables:

1 - length. u - velocity. t - time. v - kinematic viscosity.

Physical units have lower notation p. Dimensionless units have lower notation d. And LB units will
use the previously defined lattice step dx and time step dt.

The density can be chosen freely in the simulations and will thus be chosen as unity. It is neces-
sary when converting things such as force or pressure. To get to dimensionless parameters, one can
do dimensional analysis and use appropriate reference variables, in physical units, denoted with low
index rp.

lg = Ly tg = tl, Ug = up];Tp Re = = (7.1)

Lep’ trp
Reynolds number is already dimensionless and its expression stays the same in any form of units. But
particularly, in a dimensionless system, where [, = 1 and r.4 = 1, Re = ——. Examples of the reference
variables: I, might be the length of the object in the flow. ¢,, mlght be the time it takes the flow to
pass the fluid. Whatever reference variables makes sense can be used here. From here the LB units
can be defined.

lra 1 trd 1
p =00 = —= = —, tiy = 6t = —. 7.2
PTETNTN, " NN 72
Where Nj is the number of points used to discretize the reference length /.. The dimensionless trans-
formation made it so that the reference time and length in dimensionless units will be equal to 1, hence
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the 1 in the numerator. If the dimensionless step is skipped, these expression would be l]’\}—p and ivﬂ

1 t
And N; is the number of time iterations it takes to reach the reference time ¢,.. Using these, the rest

of the units can be found as well

ox - ot §x? - ot (7.3)
Up— = U => Up = Ud—, Vp—— = Vg => Vpp = —5 V4. .
b5 d b A5 b5 d =5 ovd
Variable | Physical Units — | Dimensionless Units — | LB units
length I, L =
time ¢ tp tt” N%
Tp
: i, 5t
velocity u Up Up lr: Ud 5y
—— T 57
viscosity v Vp e Vd 3

Table 7.1: Unit conversion for some variables. Note that for walking from physical units to LB units
one can calculate the LB units with expressions mentioned in the explanation before this table, but

the dimensionless step is adviced to do.
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Chapter 8

Results

8.1 Comments on Figures

Snapshots of simulations shown in this chapter all have an inlet velocity at x = 0 and an outlet at
X = Tyaz- For the general erosion results, conversion to physical units will not be necessary. But
should one be curious, the methodology described in chapter 7 can be applied. Inlet velocity was set
to Uy = 0.1 and viscosity was changed in order to change Reynolds number. The different grid axes
for the snapshots represent grid number.
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8.2 Sphere
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8.2.2 Re = 800
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units of number of times the fluid has passed the sphere.
y axis shows the volume normalized by the initial volume.
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Figure 8.2: Snapshots of a sphere in flow with Re = 800 and corresponding volume over time graph
and numerical power law exponent. ¢/t,qss represents the timescale scaled to number of times the
fluid has passed the solid.
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Figure 8.3: Side Cross-section change over time due to erosion for a sphere. Time showed in (a) and
(b) are from t/tpess = 0 until the power law scaling can no longer be observed (when the volume
becomes too small). (c) and (b) are (a) and (b) but cross-sections are normalized by their area.

The vortexes behind the sphere erode out concave surfaces in the sphere. Erosion is normally a
process which forms convex shapes in this setup concave shapes can be formed from erosion.
The power law for the sphere seem to be in good agreement with experiments and analytical predic-
tions for the power law which says that V ~ t2. Numerical results show for Re = 50: V ~ 196 in
figure 8.1 and for Re = 800: V ~ ¢ in figure 8.2. The power law for the sphere in both Re = 50 and
Re = 800 show that there are regions where the power law of ¢? is not very valid due to fluctuations
or other trends.

Vague scaling can be seen in figure 8.3, (¢) and (d), from ¢/tpess = 20, t/tpass = 15 and forward.
For Re = 50, (c), the front of the sphere seemed to be more prone to discretization errors from its
square shape unlike for Re = 800 (d), which show more clear scaling at later time. For lower Re a
smoother shape seem to be favoured while at higher Re a wedge-like shape forms instead, creating
sharp corners. The experiments in [18] show self-similarity arise later into the erosion experiment which
would be consistent with the results presented here. They also observe a wedge-like shape forming
after some erosion timescale.
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8.3 Double Spheres and Cube
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Figure 8.4: Snapshots from simulations, volume decrease and power law exponent for double spheres
at Re = 50. t/tpqss represents the timescale scaled to number of times the fluid has passed the solid.
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Figure 8.5: Snapshots from simulations, volume decrease and power law exponent for double spheres
at Re = 800. ¢/tpqss represents the timescale scaled to number of times the fluid has passed the solid.
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Figure 8.6: Double spheres were placed in a flow as in figure 8.4, 8.5 and snapshots of their xz-plane
cross-section is shown in this figure at y = ymaa/2

The power law scaling for the double sphere has no analytical value but present theoretical frame-

work seems to work for the double spheres. Figure 8.4, (a) and (b), Re = 50 show a power law exponent
of 2.05 and 1.98. The similarity between the two spheres seem to deviate for Re = 800 where vortexes
start to form, seen in figure 8.5. The power law region for the symmetrical double sphere shrinks and
both power law exponents increase by ~ +0.2. So Reynolds number can have an effect on the power
law behaviour.
The cross-section of the double spheres show a similar trait to the sphere, that erosion with Re =
50 produces a more smooth surface while Re = 800 can produce sharper corners and lines across the
solid. Self-similar erosion is hard to gauge from the figures but some approximate similarity between
the cross-sections can be seen.
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Figure 8.7: Snapshots of erosion of a cube with corresponding volume graphs at Re = 50. Power law
exponent = 2.1889. Some strange solid points/structures can be seen at the front of the cube after
some erosion, possible due to numerical errors. t/t,,ss represents the timescale scaled to number of
times the fluid has passed the solid.
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Figure 8.8: Snapshots from erosion of a cube and corresponding volume change plots. t/¢pqss represents
the timescale scaled to number of times the fluid has passed the solid.
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Figure 8.9: A cube was placed in a flow and eroded with (a): Re = 50 and (b): Re = 800. During the
simulations, we took snapshots of the xz-plane cross-sections and plotted them on top of each other.

Erosion of a cube in a flow at Re = 50, figure 8.7 shows the cube eroding to a cross-section in the
yz-plane almost identical to the sphere. Its volume decrease can be described with a power law that is
close to the sphere:s, 21889, Erosion of a cube in a flow with Re = 800 causes the cube to tend toward
a spherical cross-section again, seen in figure 8.8. The vortexes forming behind the object erodes the
cube to form concave surfaces. The theoretical power law does not hold for the cube at Re = 800 and
in fact there does not appear to be an obvious power law to the cube. The xz-plane cross-sections
from figure 8.9 show that the cube at Re = 800 erodes toward a cross-section resembling the sphere.
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8.4 FErosion Time t*

Using parameters from [18], we can test eq. (6.22) to see to what degree it holds. The experimental
value for t* = 2.5 hours. Using given parameters, the theoretical value for t* becomes

Up = 0.46 m/s, v =107 m?/s R =0.025m (8.1)
=>t* = 1.99 hours. (8.2)

Given that kappa can vary with a factor of 10, so can the calculated t* value. But it seems that the
model can calculate t* sufficiently well.
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t prediction
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Figure 8.10: t* calculated through eq. (6.22) and simulations. All values of ¢* uses the same input
parameters. kK = 1, mg = 0.5, Uy = 0.1. Re was changed through changing v. For Re = 800 but with
mg = 0.13, numerical ¢* = 42. Analytical t* = 20.4.
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Re
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((b)) Estimates of erosion time t* comapred with

alytical prediction. Cube and Sphere have the same analytical prediction. The two double spheres have

initial volume. the same initial volume.

The erosion time estimate lies within a order of magnitude compared to the numerical calculations
of t* for Re = 800. The cube agrees less with the theoretical predictions. But seeing that the theoretical
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formula for t* holds within an order of magnitude for different shapes and non-laminar flow, eq. (6.22)
can be used to give an order of magnitude estimate of the erosion time for planetesimals. Eq. (6.22)
holds given that planetesimals can be modeled as cohesive soil, clay or a material of similar properties
with a spherical shape and that 7 >> 75 up to an order of magnitude. Using estimates from [14] for
Up and v and a value for « from [5]:

|{GM
Uo = (0 + €)Vkepler = (n+€) - m/s, UV =Cs\ m2/2 (8.3)
k~107% s/m (8.4)

where Uy is the headwind (velocity difference between the planetesimal and surrounding gas in the
proto-planetary disk). 7 is taken to be 1073 from [14]. e is the eccentricity which is taken from [2] to
ensure that 7y >> 75 (the stress from the fluid is much larger than the critical threshold) at r = 1 a.u
to allow erosion to occur. G is the gravitational constant. M is the solar mass. r is taken as 1 a.u. c¢;

is the sound speed at r = 1 a.u and scales with distance r as (L)_l/4

- . A is the mean free path of the
gas in the disk set to 0.1m at r = 1 a.u. At r = 10 a.u A increases to ~ 10m. The viscosity is for the
gas in the disk. With these parameters, a planetesimal with radius R = 10cm and e = 0.013, and one

with R = 1km and e = 0.1 would have erosion times of

t*(R = 10cm, e = 0.013) ~ 10 *s, t*(R = lkm,e =0.1) ~ 7.8s. (8.5)

8.5 Erosion Number Scaling
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Figure 8.11: Maximum of the local ero-

sion number for different Reynolds numbers. Figure 8.12: Relation between maximum local
Erosion number was captured before erosion erosion number and v. Erosion number was
started. captured before erosion started.

The erosion number should theoretically scale with Reynolds number as ErsimRe~%®. The numer-
ical value of Er ~ Re~%7 might be due to numerical errors or some flaw in the analytical calculation.
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Chapter 9

Discussion

9.1 Erosion: Power Law and Scaling

The power law for V for the sphere shows good agreement with experiments for both Re = 50 and
Re = 800 in figure 8.1 and 8.2. The power law deviates from the t? scaling in the beginning and the
end of the plots, a characteristic seen for all shapes. The deviations at the end of all power law figures
can most likely be explained by the fact that the solids are very small at that time (V' < 0.1 - V}).
And at some point, physically, a sphere small enough would just continue with the flow and not have
a big velocity difference between it and the flow (less erosion). This is also the point where isolated
points can start appearing in the simulation, which would also start following the flow since they
become free from the main solid. That type of erosion would be different from the one being modeled
through equation 6.1 since those isolated points don’t follow the criteria that a certain mass has to
have been eroded away from them in order to erode away. Numerically this difference should also be
due to discretization errors. The deviation at the beginning of the plot might be due to numerical
errors, but also might show that the erosion process doesn’t follow the 2 power law from the beginning.

The erosion plots for Re = 800 also show that the vortexes at the back of the sphere creates con-
cave surfaces, something that was not observed in the experiments in [18]. This is probably due to
the fact that they use turbulent flow and with the large difference between the flow timescale and the
erosion timescale, these small erosion contributions from vortexes behind the sphere average out over
time. While here the vortexes behind the sphere remain and erode out these concave surfaces. This
was also observed for the cube with similar reasoning.

The cross-section plots of the sphere in figure 8.3 show at least for Re = 800 that the sphere does seem
to after some time erode in a self-similar way. It cannot as clearly be concluded to be the case for Re
= 50 due mostly to the front suffering from the low resolution of the sphere at that time. Re = 50
case does however seem to produce a more smooth shape while Re = 800 gives a sharper wedge shape.
This behaviour can also be seen from [18] where the sphere erodes in a self-similar way later into the
experiment and reaches a wedge with sharp corners (Re ¢, 800).

The double spheres showed almost exactly the same power law as the regular sphere from figure
8.4 and 8.5. This is rather surprising since at least for the non-symmetric double sphere, it does not
posses the symmetry around the body in the direction perpendicular to the flow which is assumed
in the derivation for the analytical expression for V. Perhaps the power law for erosion depends on
things other than what is shown in the present analysis. One possible idea is that it might have to
do with curvature. This possibility is however left as a possible future research topic and mentioned
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below. The symmetric double sphere in Re = 800 did have a smaller region where the power law was
visible, possible due to the vortexes forming in the cavity between the spheres. At t = 22 the cavity be-
comes too small to allow vortexes to form which coincides with where the power law region can be seen.

The erosion of a cube at Re = 50 seem to approximately follow the same power law as the sphere
from figure 8.7. This similarity seems reasonable from the fact that the cross-section in the yz-plane
which meets the flow is circular like the sphere. However, at Re = 800, figure 8.8 it does not appear to
follow any power law. An approximate linear section was identified but not too much can be said from
this. the cross-section snapshots reveal that it erodes to a very similar shape as the sphere in figure
8.2, which intuitively would lead to the argument that it should follow a similar erosion power law as
the sphere. Unlike the other shapes it also seems that the beginning of the volume plot in figure 8.8
behaves more like a smooth curve rather than jumps into a t> power law. Again the vortexes at the
back of the cube form concave surfaces.

The self-similarity property of the erosion was difficult to examine for the other shapes as it took
a lot of time to produce the cross-section figure 8.3 for the sphere. One can see a tendency toward the
shape changing less over time, but no concrete conclusions on that front can be drawn from them.
One difference between simulations and the experiments is that the difference between the timescale
over which the erosion happens and the characteristic timescale of the fluid flow is much larger than
the difference in the simulation. The choice for lowering this difference was because the results agreed
with experiments anyway. And due to time restrictions, making the timescale difference match the
experiments (while keeping a large enough size of the grid) would require a run time of over 6 months.
So a timescale difference such that the volume power law sufficiently matched experimental data was
chosen. One plan to circumvent this difference was to program the code to run in parallel on a GPU.
This was originally intended to be included but was removed from the plan due to insufficient time.

9.2 FErosion Time t*

The erosion time t* for the different planetesimals is extremely low in astrophysical terms. Examining
the method for arriving at ¢t*, there are three major assumptions we could examine.

First, we assumed that the force on the solid body is much larger than the cohesive force from the solid
(by a factor of 10 given from the eccentricity used). This doesn’t necessarily mean that the erosion
has to happen fast if one has a low threshold and stress combined with a very low x. But it might not
be the case that this is true. If the stress is comparable to the threshold, it could greatly affect the
erosion rate. So is 7§ >> T, a reasonable assumption? The answer is probably. The stress from the
fluid increases by increasing eccentricity which gives a behaviour where the headwind velocity increases
from Uy = 24.38m/s for e = 0 to Uy = 268.2m/s for e = 0.013 which is a major increase for the force
and contribution to the low t*. So a low deviation from a circular orbit causes a large force increase
which means that there is a much larger range of eccentricities for where 7 >> 7, than when they
are of comparable size. This can also be seen in [2].

The second assumption is that planetesimals can be considered to be made of material with simi-
lar properties to soil, clay or mud-type objects. If this is not the case then the model doesn’t work
and will produce nonsense. But since it is generally believed that planetesimals form by dust particles
sticking together to form a larger mass, this assumption has some reasoning behind it.

Thirdly, the value for x. It has already been stated that x is difficult to determine and it depends

strongly on material properties. But since the values of ¢* are so low, it would take a change in x from
1073 to 10713 to produce values on the order of 10® years. And even then a few thousand years is a
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relatively short time span.

It might also be that the threshold for the erosion is higher than the value of 25Pa from [17]. But
given that the model of erosion which eq. (6.22) for ¢* is derived from is experimentally verified for
soil or clay-type materials [12]. eq. (6.22) works within an order of magnitude even in turbulent flow
and for different type of objects beside a sphere showed from the simulations which are themselves
verified both analytically for the flow and experimentally for the erosion. eq. (6.22) can also reproduce
a sensible value for k as shown in 6.2. And even if k or another parameter is wrong, t* is so low that
the erosion might still play a part in the growth of planetesimals.

This would then imply that low-eccentric orbits are favoured over high-eccentric orbits due to plan-
etesimals in those high-eccentric orbits eroding away very rapidly. This is also the conclusion from
[17].

9.3 Improvements

A more sophisticated method for the velocity boundary condition is the Zou & He velocity boundary
condition [22]. The present method works better with higher grid resolutions and when there’s low
amount of change in the flow at the outlet but works sufficiently well for our considerations.

Extending the LBM code to run parallel on a GPU would have been one of the biggest improve-
ments for the code. Lattice-Boltzmann gains a lot from being parallelized. Partially because it is
"easy” (relative to other fluid solvers), and because of how the algorithm is structured. As mentioned
earlier, it would allow us to run the code with a time difference between the fluid timescale and the
erosion timescale matching natural erosion processes. And it would allow a better resolution of the
solid objects possibly minimizing the resolution error preventing a nice self-similarity to be observed
as in figure 8.3.

9.4 Future Research

One idea why the erosion for the double spheres seem to follow the same power law as the single sphere
is due to their similar curvature. This would also explain why the cube deviated from the ¢? law at Re
= 800. However, the cube at lower reynolds number showed a power law behaviour which might imply
that Reynolds number matters and not just curvature. This is suggested as a possible future research
topic and was briefly investigated by attempts at computing the curvature for the eroding sphere but
was unsuccessful.

The arguments in chapter 6.3 can be made more general by not assuming a spherical shape, but
rather a general shape. The calculations become more involved but do not lie in the realm of impossi-
bilities. Possible general formula for how different shapes behave due to erosion (if they follow a power
law, exponential, tangent function etc.) might come up from this.

The deposition of dust onto the planetesimal has not been included in the current framework and

would be the counteracting force for the erosion. This can be implemented in the code and tested to
see if there would be enough deposition to save the planetesimal for higher eccentric orbits.
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Chapter 10

Conclusion

Erosion is a process which is important in many different fields. Coastal erosion in geology [7] and
Aerosols generated by wind erosion [6]. It has been studied very little in astrophysics, particularly the
erosion of planetesimals. A parameter study made at Lund university [2] and a wind tunnel exper-
iment [17] has shown that erosion should affect the evolution of planetesimals. To do this we use a
experimentally derived erosion model, eq. (6.1) which assumes the objects to be of a similar material
to that of clay or soil. We use the model to develop a simulation code using the Lattice-Boltzmann
method. Erosion is difficult to simulate due to the moving and shape-changing boundaries. The LBM
is good at dealing with complex boundary conditions, which motivates the choice for it. We also derive
a power law scaling for eroding spheres and a formula for the time it takes to erode an object. Since
the time equation assumes laminar flow, and the power law is derived for a sphere, more complicated
shapes and non-laminar flow is tested in the simulations. The flow in the simulations was verified by
comparing flow profile with: a problem with existing analytical solution, the Poisseuille flow, the flow
lines for various Reynolds number and the Kolmogorov flow. (figure 5.1, 5.2, 5.3).

Experiments and theoretical calculations based on the experimental model showed that a sphere’s
volume should erode according to the power law, V ~ —t2. This was also seen in the simulations,
figure 8.1, 8.2, where V ~ —t19 for Re = 50 and V ~ —t2% for Re = 800. The double sphere’s and
the cube at Re = 50 also followed a power law behaviour, figure 8.4, 8.5, 8.7, with approximately the
same exponent as for the sphere (P = 2 4 0.1). The cube at Re = 800 did not follow a power law
behaviour, figure 8.8.

The sphere seem to erode in a self-similar way after more than half its lifetime. Lower reynolds
number produced a more smooth shape while higher produced sharper corners and slightly concave
surfaces at the vortexes forming behind the sphere. Similar behaviour was seen for the other 3 objects.

The derived equation (6.22) for the erosion time ¢* was based on laminar flow. But simulations
showed that even in non-laminar flow, the equation still holds within an order of magnitude. A test-
case showed that the equation could calculate the erosion time of a ball of clay eroding in water flow.
The erosion time t* for a planetesimal comes out to be very small, on the order of seconds. This is
assuming an eccentricity of its orbit large enough to give that 74 >> 7,. So given that the estimate
for the threshold of erosion to occur in planetesimals holds, then erosion should play a significant role
for planetesimals evolution and indicates that orbits with very low eccentricity might be favoured.
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Chapter 11

Appendix

11.1 Simulation Program

The simulation program is written in C+-+ using object-oriented programming and the visualization
tools are written in MATLAB. The LBM code itself has 5 main files. One that deals with the basic
LB steps (figure 11.2, steps 2,3,4,7,9). One that does the extra steps required for the erosion (figure
11.2, steps 5,6). One that contains all the input data. For example, outer boundary conditions, initial
velocity etc. It mostly affects step 1 and 2 in figure 11.2. One that contains all the classes (definitions
for all the vectors, solid objects, grid etc) and one that contains the main function.
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11.2 Main Algorithm

Step:

11.3 Step 1,2:

Here the solid object, inlet velocity, forces, geometry, , mg, ¢g, 7, boundary conditions and some other
parameters are chosen. The complete list can be found in the source code file LBM _input.cpp. Types
of objects which have been implemented are: Sphere, Double sphere, Cylinder, Cube, Cylindrical pipe,
Square pipe, 2D convex pipe and a triangle-wedge. Boundary conditions chosen here are the ones on
the edges of the simulation box. This can either be periodic boundary conditions or velocity boundary
condition. The boundary condition on the solid is only implemented as bounce-back. The distribution
functions are also initialized as written in figure 11.2. A force applied to the fluid can also be chosen.
Pre-programmed forces are gravity and a cosine force function used for the kolmogorov flow.

Build solid object, geometry and
choose Boundary conditions.

|

Initial Conditions. Initiate
fxt) = fu = 0)

|

Calculate macroscopic variables, u =

S eifi(x,t) and p = Y2 fi(x,t).

|

Calculate f°Y from u and p.

|

Calculate force F from f;, f{°V.

|

Erosion step. Erode solid object

y

Collision step: f;(x,t + 6t) =
filx,t) — L ( i t) — £, u)).

y

Enforce Bounce-back bound-
ary condition at solid surfaces

|

Stream step: f(x,t+ dt) — f(x + ¢;t, t + 0t).

11.4 Step 3,4,7,8,9:

These parts handle the fluid dynamics. It uses two f; distribution functions. function vector A is
streamed and stored in function vector B. B is then used for the other various steps, for example,
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calculating the macroscopic variables, the equilibrium distribution function etc. The function vector
B collides and gets stored in A. And the cycle repeats. If streaming or collision happens first in the
algorithm does not really matter. But the order of these 5 steps does.

11.5 Step 6: Erosion. Removing a solid node

The calculation for the erosion is described in chapter 6.1, but here will follow an explanation for
how the deletion of a solid point is done. If a solid node was simply removed and the distributions
left to fill the gap on their own, a small shock wave would be created since there are no distribution
functions balancing the incoming ones from adjacent nodes to the one node removed. During the
testing phase of the program, this developed instabilities which at times made the velocities diverge.
And the erosion modeled is thought of to occur in a smooth fashion, which would mean that the fluid
next to the eroding solid should not change abruptly due to the erosion process. So simply changing
a point from solid to liquid might not work. But since the LBM works with discrete grids and points,
some work-around has to be made. So when removing a point, of course the first step would be to
change it to a liquid point. But the distribution function for the new liquid node must in the same
step be populated by appropriate distribution functions to avoid the shock wave instability. And these
distributions are chosen to be the the same as the interface node (fluid node closest to the solid node).
This makes the flow change close to the surface sufficiently smooth and stable. The new surface nodes
must also be populated with appropriate distribution functions to avoid another shock wave instability.
These are chosen to be the new fluid nodes distribution functions by selectively streaming from the
fluid node into the new surface nodes.

11.6 Source Code and Video Links

Source code can be found on github at:
https://github.com/Kakaboto/LBM3D.git.

Flow videos can be found on youtube at:

e Kolmogorov flow, unstable: https://www.youtube.com/watch?v=mUaoJcuvO4o

Sphere flows:

— https://www.youtube.com/watch?v=AbnxUVciUuo
— https://www.youtube.com/watch?v=UKQiPr8-A14

Erosion of a symmetric double sphere in a flow:

— Re = 50: https://www.youtube.com/watch?v=xXJFAkaoXxE
— Re = 800: https://www.youtube.com/watch?v=QbHv618IxCw

Erosion of a non-symmetric double sphere in a flow:

— Re = 50: https://www.youtube.com/watch?v=prfAoSGgbow
— Re = 800: https://www.youtube.com/watch?v=Ucnolpv4E3U

Erosion of a cube in a flow, Re = 800:

— Sideview: https://www.youtube.com/watch?v=xAFQJ-NqyYg&feature=youtu.be
— Frontview: https://www.youtube.com/watch?v=qlEnoxZ_Ws0feature=youtu.be
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