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Abstract

Many of the celestial bodies we know are found to be magnetized: the Earth, many of
the planets so far discovered, the Sun and other stars, the interstellar space, the Milky
Way and other galaxies. The reason for that is still to be fully understood, and this
work is meant to be a little step in that direction.

The dynamics of the interstellar medium is dominated by events like supernovae
explosions that can be modelled as irrotational flows. The first part of this thesis is
dedicated to the analysis of some characteristics of these flows, in particular how they
influence the typical turbulent magnetic diffusivity of a medium, and it is shown that
the diffusivity is generally enhanced, except for some specific cases such as steady
potential flows, where it can be lowered. Moreover, it is examined how such flows
can develop vorticity when they occur in environments affected by rotation or shear,
or that are not barotropic.

Secondly, we examine helical flows, that are of basic importance for the phe-
nomenon of the amplification of magnetic fields, namely the dynamo. Magnetic he-
licity can arise from the occurrence of an instability: here we focus on the instability
of purely toroidal magnetic fields, also known as Tayler instability. It is possible to
give a topological interpretation of magnetic helicity. Using this point of view, and
being aware that magnetic helicity is a conserved quantity in non-resistive flows, it is
illustrated how helical systems preserve magnetic structures longer than non-helical
ones.

The final part of the thesis deals directly with dynamos. It is shown how to eval-
uate dynamo transport coefficients with two of the most commonly used techniques,
namely the imposed-field and the test-field methods. After that, it is analyzed how dy-
namos are affected by advection of magnetic fields and material away from the domain
in which they operate. It is demonstrated that the presence of an outflow, like stellar or
galactic winds in real astrophysical cases, alleviates the so-called catastrophic quench-
ing, that is the damping of a dynamo in highly conductive media, thus allowing the
dynamo process to work better.
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Foreword

If we shadows have offended,
Think but this, and all is mended,
That you have but slumbered here

While these visions did appear.

(Puck, in "A Midsummer Night’s Dream" )

Many astrophysical bodies are nowadays known to be cradles of magnetic fields:
in their cradles they grow and change. Two classes of phenomena are responsible
for their evolution: dissipation and amplification. The latter is named dynamo. The
evolution of magnetic fields is influenced by turbulence, which occurs in many as-
trophysical contexts. This work deals with problems related to the study of magnetic
fields, dynamos and turbulent transport in astrophysics, with a special focus on the
interstellar medium. It is divided into four parts.

• Chapter 1 introduces the essentials of the physics that will be used in the rest
of the thesis: basic concepts of magnetohydrodynamics, mean-field theory and
mean-field diffusivities. These topics are among the subjects of Paper I, that
deal, for the first time, with their applications to irrotational flows.

• Chapter 2 brings us from irrotational flows to irrotationally forced flows, in
which vorticity could be produced. Such a forcing resembles the action of su-
pernova explosions in the interstellar medium. After seeing how these events
can develop vorticity through the interaction with rotation, shear, and baroclin-
icity (Paper II) we return to the mean-field point of view on some aspect of ir-
rotational flows and magnetic fields transport (Paper I). It was known that the
turbulent magnetic diffusivity should be negative for purely irrotational forc-
ing, but now we show that this is only true on large length scales and for the
rare case of stationary flows.

• Chapter 3 focuses on magnetic helicity, a basic element in large-scale dynamos.
In Paper III it is shown how a non-helical system can evolve into a helical one
through the occurrence of an instability. In particular, we address the case of the
global instability of toroidal fields, namely the Tayler instability. We study an
example of spontaneous symmetry breaking that leads to the spontaneous for-
mation of helical structures during its early nonlinear evolution. This system
is then modeled quantitatively through amplitude equations that characterize
the nature of the symmetry breaking in our case. Then we study how mag-
netic helicity evolves during the decay of interlocked flux rings configurations.



This is done in Paper IV through a topological interpretation of helicity. It
is demonstrated that helical systems preserve magnetic structures longer than
non-helical ones – even though both are interlinked in seemingly similar ways.

• Finally, in Chapter 4 we present examples of dynamos at work. These dynamos
are a consequence of a forced turbulent flow. We begin by reviewing in Paper
V the application of the so-called test-field method to dynamo problems, and
emphasize its validity in the nonlinear case. Paper VI discusses one of the
problems that can arise in the evaluation of the dynamo coefficients in numeri-
cal simulations by comparing two ways to measure the so-called α effect. It is
shown that the commonly used method of imposing a uniform magnetic field,
also known as imposed-field method, can produce up to 4 different results.
None of such results give the physically relevant set of coefficients that can
be obtained by applying the test-field method and resetting the fluctuations to
zero, over regular time intervals, the fluctuating meso-scale dynamo-generated
fields. The occurrence of such fields on the scale of the investigated domain
is indeed found to be the cause of errors arising when using the imposed-field
method.
We then turn to a more realistic application of dynamos. It is known that many
astrophysical bodies are characterized by outflows of material from the domain
in which the dynamo operates; turbulent dynamos can be affected by such out-
flows. It is also known that systems with high magnetic Reynolds numbers
are affected by the ‘catastrophic quenching,’ which means that the dynamo is
adversely affected with increasing magnetic Reynolds number. How do out-
flows influence such a quenching? This topic is addressed in Paper VII, where
we measure magnetic helicity fluxes and show that they become important for
magnetic Reynolds numbers above one thousand and begin to alleviate catas-
trophic quenching. This requires a numerical resolution of 1024×1024×2048
meshpoints in our elongated domain covering part of a turbulent disk on both
sides of the equator.
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1. Magnetized interstellar gases

All that you touch
And all that you see

All that you taste
All you feel

(Pink Floyd - "Eclipse")

1.1 Why bother about magnetic fields?

The first celestial body we know of is the spaceship that is carrying us through
the space-time, namely the Earth. And it is known that it is magnetized, since
much earlier than the discovery of any other cosmic magnetic field.

William Gilbert was the first, in his six-volume treatise De Magnete, Mag-
neticisque Corporibus, et de Magno Magnete Tellure (1600), to say that the
Earth possesses a dipolar magnetic field. The magnetic flux density at the
poles is about 0.6 G (gauss). Then, at the beginning of the 20th century, Hale
(1908) had the idea that some line splitting observed in sunspot spectra might
have been a consequence of the presence of magnetic fields in the Sun via the
Zeeman-effect. After that, in the late forties, observations of Zeeman splitting
led to the discovery of magnetic fields on stars of spectral type A. Later on, a
similar discovery was made for stars in the late stages of their evolution, like
white dwarfs. These stars showed very strong magnetic fields, up to 108 G,
that is five orders of magnitude higher than those observed in sunspots. Even
stronger, of the order of 1012 G, are the fields observed in neutron stars. During
the last decades of the 20th century, thanks to spacecraft missions, magnetic
fields have been found to be harboured by all the planet of the solar system,
with strengths ranging from 10−4 to 10 G. Recently also exoplanets have been
found to be magnetized – see for instance Fares et al. (2012).

Dealing with magnetic fields of much larger objects, like galaxies, is pos-
sible mainly through the detection of the Faraday effect, or Faraday rotation.
When passing through a magnetized medium, the plane of polarization rotates
in proportion to the component of the magnetic field in the direction of propa-
gation. Thus the interstellar medium (hereafter ISM) is measured to have fields
of the order of 10−5 G.

So, it seems that almost anywhere in the known universe there are magnetic
fields. The Universe is full of electrically charged particles, located in low
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densities plasmas with very large mean-free paths and, therefore, with high
electrical conductivities. We will see that, whenever a magnetic field happens
to exist, the only way to get rid of it is to let it decay via dissipation. This is a
very slow process, which would be accelerated by turbulence, but turbulence
also regenerates magnetic fields through the dynamo process, which will be
introduced next.

1.2 A glimpse into hydro- and magneto-hydrodynamics

1.2.1 Hydrodynamics

Since we will deal with fluids throughout this thesis, let us briefly introduce
the mathematical tools that will be used. A fluid is an assembly of microscopic
particles that, when under the action of stress, offers no resistance to it in the
initial stages of its deformations.

It is possible to describe a continuum as a fluid when there is good scale-
separation. This means that the fluid description works on length scales that are
much bigger than those typical of the interactions of the microscopic particles,
but much smaller than the global scales of the systems.

The Newtonian mechanics for such systems can be rewritten as follows:

∂ρ

∂ t
+∇∇∇ · (ρUUU) = 0, (1.1)

is the continuity equation, expressing the conservation of mass, where ρ is the
density and UUU the velocity of the fluid. In the case of a fluid with constant den-
sity, we are in the so-called incompressible case, for which eq. (1.1) becomes

∇∇∇ ·UUU = 0. (1.2)

The momentum equation, also known as the Navier-Stokes equation, is

DUUU
Dt

=−ρ
−1

∇∇∇p+ggg+ρ
−1

∇∇∇ · (2ρνSSS)+FFFext, (1.3)

where ν is the kinematic viscosity,

Si j =
1
2(Ui, j +U j,i)− 1

3 δi jUk,k (1.4)

is the traceless rate of strain tensor (commas indicate partial differentiation),
p is the pressure, ggg the gravitational acceleration and FFFext an external force,
which acts on the fluid. The expression D/Dt = ∂/∂ t +UUU ·∇∇∇ is called the
Lagrangian derivative, that is a derivative with respect to the co-moving fluid.
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Comparing the advective term UUU ·∇∇∇UUU with the viscous term ν∇∇∇2UUU , one
has:

|UUU ·∇∇∇UUU |
|ν∇∇∇2UUU | ≈

u2
0

L

/
νu0

L2 =
Lu0

ν
≡ Re, (1.5)

where u0 is a typical velocity and L a typical length of the system. The ratio of
these two terms is defined as the Reynolds number Re = Lu0/ν and it will be
widely used in the rest of this work. We define

Re = urms/νkf, (1.6)

where urms is the root-mean-square velocity of a system and kf is the inverse
length scale on which turbulent motions are driven.

1.2.2 Magnetohydrodynamics

When we are studying a fluid which is electrically conducting, but globally
neutral, and its flow is non-relativistic, we are dealing with classical magneto-
hydrodynamics (hereafter MHD). The origin of MHD is based on Maxwell’s
equations for the magnetic field BBB and the electric field EEE

∇∇∇ ·EEE =
ρe

ε0
, [Gauss’ law] (1.7)

∇∇∇ ·BBB = 0 , [No magnetic monopoles] (1.8)

∇∇∇×EEE =−∂BBB
∂ t

, [Faraday’s law] (1.9)

∇∇∇×BBB = µ0JJJ+µ0εo
∂EEE
∂ t

, [Ampere’s and Maxwell’s law], (1.10)

where ρe is the charge density, ε0 the vacuum permittivity and µ0 the vacuum
permeability. The speed of light is defined as c = 1/

√
ε0µ0.

Using (1.7)–(1.10) and the equations in Sect. 1.2.1 we have the basic equa-
tions of MHD

∂BBB
∂ t

= ∇∇∇× (UUU×BBB−ηµ0JJJ) , [Induction] (1.11)

Dρ

Dt
+ρ∇∇∇ ·UUU = 0 , [Continuity] (1.12)

DUUU
Dt

=−ρ
−1

∇∇∇p+ggg+FFFvisc +ρ
−1JJJ×BBB+FFFext , [Momentum](1.13)

where JJJ = ∇∇∇×BBB/µ0 is the current density, η = 1/µ0σ the magnetic diffusiv-
ity, σ is the conductivity, JJJ×BBB is the Lorentz force, FFFvisc = ρ−1∇∇∇ · (2ρνSSS)
is the viscous force and the displacement current ∂EEE/∂ t has been dropped in
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favor of the much larger µ0JJJ term. Also in this case we can obtain a nondi-
mensional number, this time comparing the inductive term ∇∇∇× (UUU ×BBB) with
the dissipative term −∇∇∇× (ηµ0JJJ) = η∇∇∇2BBB:

|∇∇∇× (UUU×BBB)|
|η∇∇∇2BBB| ≈ u0B0

L

/
ηB0

L2 =
u0L
η
≡ ReM. (1.14)

The ratio of these two terms is called the magnetic Reynolds number ReM =
Lu0/η and in our work is defined in terms of urms and kf as

ReM = urms/ηkf (1.15)

Both the definitions of Re and ReM can result in values that are actually differ-
ent from the ratio of the advective and viscous terms (Re) and the inductive and
dissipative term (ReM). Chatterjee et al. (2011b) found that the discrepancies
between the two values are within the 20% in numerical simulations in which
the turbulence is driven only by a hydromagnetic instability (see Sect. 3) and
with Re . 10.

A concept that will be used is that of equipartition. Saying that a magnetic
field is at equipartition means that the magnetic energy and the kinetic energy
of the fluid are of the same order of magnitude, that is

BBB2

2µ0
=

1
2

ρUUU2. (1.16)

Correspondingly, we define the so-called equipartition field strength as the vol-
ume average Beq = 〈µ0ρuuu2〉1/2, which is often used to express BBB in units of
Beq.

Throughout this work we solve the non-linear partial differential equations
of hydrodynamics and MHD numerically using the PENCIL CODE1, a high-
order finite difference PDE solver.

1.3 Turning kinetic into magnetic energy: the dynamo

A dynamo is a flow that can sustain magnetic field against Ohmic dissipation.
Through a dynamo, kinetic energy is transformed into magnetic energy.

Most dynamos allow growth from a weak initial seed magnetic field until
some saturation level is reached. There are also dynamos whose velocity field
is driven by the interaction with the magnetic field itself. An example is the
magneto-rotational instability (Balbus and Hawley, 1991), which can lead to
reinforcing the magnetic field by dynamo action (Brandenburg et al., 1995;
Hawley et al., 1996; Stone et al., 1996).

At a first glance, dynamo problems can be divided in two classes:
1http://pencil-code.googlecode.com
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• The kinematic dynamo problem, in which the velocity field UUU is given
a priori and does not suffer any back-reaction from the subsequently
amplified magnetic field;

• The full dynamo problem, where the flow has to be identified as a solu-
tion of the full set of MHD equations.

Magnetic fields exist either through permanent magnetization or through elec-
tric currents. In the first case magnetic fields are stationary: this is a feature
that is rarely found in astrophysical objects, because their temperatures are well
above the Curie point, i.e. they cannot behave as ferromagnets. This is the main
reason for thinking that electric currents from the motion of charged particles
are responsible for astrophysical fields, from planets to stars and galaxies.

The main idea of dynamo theory is that a magnetic field can be amplified
through self-excitation. In 1854, for the first time, Søren Hjort proposed the
idea that conducting matter can possibly carry electric currents when in motion
and can so amplify pre-existent fields. After a few years, Samuel Alfred Varley,
Ernst Werner von Siemens and Charles Wheatstone announced independently
the same discovery (for further details see Brandenburg, 2011).

This was the beginning of the so-called dynamo theory. Translated into
mathematics, looking for a dynamo means to find an exponentially growing
solution of eq. (1.11). Equation (1.11) illustrates how the time evolution of a
magnetic field depends on the velocity of the medium as well as the magnetic
field itself and its back-reaction on the flow. It also tells us that when having a
strictly vanishing magnetic field initially, it cannot experience any growth by
induction. A dynamo is in fact a process of amplification of a field rather than
one of generation.

What happens when a dynamo is acting? In its basic picture, a field line
rises, stretches and twists and can form a loop. Let us take the example of a
cartoon-like galactic environment to see the consequences of this. In a galaxy,
turbulence is present since its formation. Cyclonic motions arise because of
stratification and the Coriolis force due to the galactic rotation. In such a way
toroidal fields, that is fields in the azimuthal direction of a galaxy, can be trans-
formed into a poloidal fields, as was pointed out by Parker (1955). The scale
for this phenomenon to happen is that of the largest turbulent eddies. This
effect is also known as α effect. On the other hand we have the so-called Ω

effect: differential azimuthal rotation produces toroidal fields from poloidal
ones. In most of the cases in astrophysics the general assumption is that the
magnetic field satisfies the so-called “frozen-in” condition. This means that a
magnetic line moves along with a flow line. This is an approximation that can
be made in the cases of a perfectly conducting fluid: motions along the field
lines do not change the structure of the magnetic field. Instead, when the flow
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Figure 1.1: A schematic representation of the α-effect: a field line rises and
twists creating an α-like structure, thus generating a radial component from an
azimuthal one. (Figure from Parker (1970).)

lines move transversely to the field lines they carry the magnetic field along
with them. In terms of the MHD equations we can write such a condition as

EEE =−UUU×BBB. (1.17)

In general, however, the effect of magnetic diffusion has to be considered,
especially when we deal with dynamos and reconnection. In some situations,
and especially at small scales, the frozen-in condition is not valid.

With the frozen-in condition holding, the α and Ω effects can be easily
illustrated. In fact, the field lines follow the flow of matter: they can stretch,
twist and raise, giving thereby birth to tangled lines from straight ones, and so
to radial components from and azimuthal ones and vice-versa, like in Fig. 1.1.
Equation (1.11) shows indeed that one of the factors determining the time evo-
lution of the magnetic field is the velocity field. However it is important to
point out that these effects can take place also in the case in which diffusion
is important, that is the case of finite Reynolds number, although in this case
they are less efficient in producing a dynamo.

1.4 Mean-field theory and dynamo action

The typical theoretical framework through which an MHD dynamo is de-
scribed is the so-called mean-field theory (Krause and Rädler, 1980; Mof-
fatt, 1978; Parker, 1955). The main idea of mean-field theory is that turbu-
lent systems, of which MHD dynamos are an example, can be studied using a
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two-scale approach, where velocities and magnetic fields are decomposed into
mean and fluctuating components:

UUU =UUU +uuu and BBB = BBB+bbb. (1.18)

In the following, we assume that the Reynolds rules hold, in particular UUU×bbb=
uuu×BBB = 0 and UUU×BBB =UUU×BBB. The mean parts UUU and BBB generally vary slowly
both in space and time, compared with other features of the system under con-
sideration, and describe the global, and often the more prominent behavior of
the system. On the other side we define as fluctuating fields those components
that describe irregular, often chaotic, small-scale effects. Using the aforemen-
tioned decomposition, eq. (1.11) can be averaged to obtain an equation for
∂BBB/∂ t, which, in turn, can be subtracted from eq. (1.11) to obtain an equation
for ∂bbb/∂ t. We thus obtain a set of two equations for the mean and fluctuating
quantities,

∂BBB
∂ t

= ∇∇∇×
(
UUU×BBB

)
+∇×EEE+η∇

2BBB, (1.19)

∂bbb
∂ t

= ∇∇∇×
(
UUU×bbb

)
+∇∇∇×

(
uuu×BBB

)
+∇∇∇×EEE′+η∇

2bbb, (1.20)

where EEE ≡ uuu×bbb is the electromotive force and EEE′ = EEE−EEE is the fluctuating
part. One of the goals of this description is to write EEE in terms of the mean-
field BBB. To obtain the desired relation one can consider the underlying sym-
metries that constrain the form of this relation. Let us take the example of a
homogeneous system and assume that the turbulence is isotropic, but lacking
mirror symmetry. Under such conditions the vector EEE can have components
both along the mean magnetic field BBB and along the mean current density
JJJ = ∇∇∇×BBB/µ0. Ignoring higher order spatial and time derivatives, one can
write

EEE= αBBB−ηtµ0JJJ. (1.21)

The coefficients linking correlations such as EEE to mean quantities such as BBB
and UUU are named mean-field transport coefficients, with each one describ-
ing a distinct physical effect. In eq. (1.21), α quantifies the α effect, de-
scribed qualitatively in Sect. 1.3, while ηt quantifies the turbulent diffusion
of the mean magnetic field and it is called turbulent magnetic diffusivity. It has
been shown both theoretically and through numerical simulations (Sur et al.,
2007b) that the transport coefficients α and ηt are proportional to the magnetic
Reynolds number if this is below unity and constant with α ≈ α0 ≡ −urms/3
and ηt ≈ ηt0 ≡ urms/3kf for the fully helical case with positive helicity. Here,
kf is the wavenumber of the energy-carrying eddies, i.e., roughly where the
kinetic energy spectrum has its peak.
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Figure 1.2: The bubble Nebula, NGC 7635 is a H II (ionized atomic hydrogen)
region emission nebula in the constellation Cassiopeia. The bubble is created by
a strong stellar wind whose origin is in the hot central star SAO 20575. (Image
Credit & Copyright: Larry Van Vleet.)

1.5 Mean-field diffusivities

The induction equations (1.19) and (1.20), governing respectively the mean
and fluctuating magnetic fields in an electrically conducting fluid contain dif-
fusion terms with the magnetic diffusivity η . In the mean-field induction equa-
tion there appears for isotropic turbulence, η +ηt in place of η , where the tur-
bulent magnetic diffusivity ηt, introduced in eq. (1.21), is determined by the
turbulent motions.

Equation (1.20) contains terms that can sometimes be neglected. When
we are in the low conductivity limit for small magnetic Reynolds number,
ReM = UL/η � 1, or in the high conductivity limit for small Strouhal num-
ber, St = Uτc/L� 1 (where τc indicates a characteristic correlation time of
the turbulence), we can ignore ∇∇∇×EEE′ in eq. (1.20). Under this approximation,
known as SOCA (Second Order Correlation Approximation) or FOSA (First
Order Smoothing Approximation), eq. (1.20) takes the form

∂bbb
∂ t

= ∇∇∇×
(
UUU×bbb

)
+∇∇∇×

(
uuu×BBB

)
+η∇

2bbb (1.22)

and it is possible to perform an analytical calculation of the transport coeffi-
cients (e.g. Krause and Rädler, 1980; Rädler and Rheinhardt, 2007). Under the
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assumptions ∇∇∇ ·uuu = 0 and UUU = 0, this yields in the high conductivity limit

α =−τc

3
ωωω ·uuu, ηt =

τc

3
uuu2, (1.23)

where ωωω = ∇∇∇× uuu is the vorticity of the fluctuating velocity, and in the low
conductivity limit

α =− 1
3η

ψψψ ·uuu, ηt =
1

3η
ψψψ2, (1.24)

where ψψψ is the vector potential of uuu = ∇∇∇×ψψψ in the Coulomb gauge ∇∇∇ ·ψψψ =
0. Even though neither St� 1 nor ReM � 1 apply directly to virtually any
astrophysical environment, it gives an analytical expression for the transport
coefficient, that are otherwise possible to know only via numerical simulations.

At first glance it seems plausible that turbulence enhances the effective
diffusion, with positive ηt. In a compressible fluid, however, this is not always
true. A counter example for the magnetic case has long been known. Represent
the compressible velocity field in the form

uuu = ∇∇∇×ψψψ +∇∇∇φ , (1.25)

where φ is a scalar potential. We can define uc, λc, and τc as characteristic
magnitude, length, and time, respectively, of the velocity field. Assume that
the magnetic Reynolds number ucλc/η is small compared to unity and that τc

considerably exceeds the free-decay time λ 2
c /η of a magnetic structure of size

λc. Then it turns out (Krause and Rädler, 1980; Rädler and Rheinhardt, 2007)
that α remains unchanged, but

ηt =
1

3η
(ψψψ2−φ 2) . (1.26)

That is, negative ηt are well possible if the part of UUU determined by the poten-
tial φ dominates. Then, the mean-field diffusivity is smaller than the molec-
ular one. By contrast, for an incompressible flow, ∇∇∇ · uuu = 0, ηt can never
be negative, while it can never be positive for an irrotational flow eq. (2.1),
WWW = ∇×UUU = 0. This result is the main motivation of Paper I, and it is of
some interest for modelling the turbulence in the ISM.

Another possible application of such results could be in studies of the very
early Universe, where phase transition bubbles are believed to be generated in
connection with the electroweak phase transition (Kajantie and Kurki-Suonio,
1986, Ignatius et al., 1994). The relevant equation of state is that of an ultra-
relativistic gas with constant sound speed c/

√
3, where c is the speed of light.

This is a barotropic equation of state, so the baroclinic term vanishes. Hence,
there is no obvious source of vorticity in the (non-relativistic) bulk motion in-
side these bubbles so that it should be essentially irrotational. This changes,
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however, if there is a magnetic field of significant strength, because the result-
ing Lorentz force is in general not a potential one.

However, as we will see when discussing Paper II, even though the afore-
mentioned astrophysical situations can be modeled by irrotationally forced
flows, one has to take into account that, when rotation or shear are impor-
tant or the Mach number is close to or in excess of unity and the baroclinic
effect present, vorticity production becomes progressively more important.

1.6 Magnetic fields in the interstellar medium

1.6.1 The Galactic field

The first idea about the origin of the galactic magnetic field was that it had
its origin prior to the formation of the galaxy, or at least the galactic disk.
Later, Parker (1971) pointed out that dynamic motions would have expelled
such magnetic fields on a timescale shorter than a billion years (Parker, 1970,
1971). The idea that the Galactic field was produced by a dynamo was pro-
posed independently by Parker (1971) and Vainshtein and Ruzmaikin (1971).
It would be driven by cyclonic turbulence and differential rotation of the ISM.

During the formation of the Galaxy there would have been the possibility
of a Biermann battery that could lead to weak magnetic fields. Then this field
has to be amplified by dynamo action, mainly powered by supernova-driven
turbulence and stellar winds. In general, a battery is a mechanism that can
produce electric currents from zero initial currents. The main idea behind the
word “battery” is that electric currents can arise due to physical differences
between positively and negatively changed particles. For example, the proton-
to-electron mass ratio mp/me is about 1836, but their charges have the same
modulus e.

As consequence, in a gas composed of ionized hydrogen, a given pres-
sure gradient will accelerate differently the positive and negative components,
so leading to the occurrence of an electric field coupling positive and nega-
tive charges. In a two-fluid description, for a given ionization fraction χ , one
needs to add a new term in eq. (1.11), that therefore reads (Brandenburg and
Subramanian, 2005c)

∂BBB
∂ t

= ∇∇∇× (UUU×BBB−ηµ0JJJ)− mp

e(1+χ)

∇∇∇ρ×∇∇∇p
ρ2 . (1.27)

The last term of the right-hand-side represents the battery, that is a source term
that exists independently of the value of the initial magnetic field. This new
term is similar to the baroclinic term in the equation for the evolution of vor-
ticity – see also Paper II. It is described by a cross product, and therefore it
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is non-vanishing only if the gradients of density and pressure are not parallel
to each other. This can happen, for instance, as consequence of rotation or
shear. Apart from differences in the driving mechanism of the turbulence, the
underlying theory of large-scale galactic magnetic field generation by turbu-
lence was analogous to that of the Sun. That theory became widely known
through the work of Steenbeck et al. (1966) a few years earlier, and is based
on early work by Parker (1955). The mean-field theory of stellar and galac-
tic dynamos continues to be an active research field, as is evidenced through
the progress reviewed extensively in recent years (Beck et al., 1996, Kulsrud,
1999, Brandenburg and Subramanian, 2005c).

The ISM is a very inhomogeneous and active environment. It is subject to
the action of stellar wind (see fig. 1.2 for an example) and above all because
harbours star formation and death. Especially massive stars contribute to this
dynamics, evolving in short (for a star!) period of time of the order of 106 years
and ending their lives exploding as supernovae: such events release energies
of the order of 1051 ergs. After the explosion, the remnants of the supernova
remain filled with hot gas with high pressure that drives the supersonic ex-
pansion in the unperturbed interstellar gas that was surrounding the star. This
expansion keeps going until the pressure inside the remnant is comparable with
the pressure outside it. These explosions take places in random locations of a
galaxy and act as a forcing for supersonic motions and turbulence in the ISM.
They act on length scales of up to 100pc.

The action of supernova explosions and star formation can be relevant on
a galactic scale, not only for the formation of turbulence, but also generating a
global galactic outflow ( Mac Low and McCray, 1988, Mac Low and Ferrara,
1999). Fig. 1.2 shows an example of a galaxy in which the high star formation
rate is thought to be responsible for the observed global outflow. We will see
in Sect. 3 and in Paper VII how an outflow can affect in a decisive way the
efficiency of dynamo action.

1.6.2 Observations of interstellar magnetic fields

Let us say something about magnetic fields that are observed in the ISM and in
galaxies. To observe magnetic fields in a galaxy one needs to find at least one
polarized background source to perform a Faraday rotation measurement, that
is a measure of the angle formed by the polarization vector and the field at dif-
ferent radio wave lengths. This process becomes quite challenging especially
for distant galaxies, mainly due to their small angular size. Intermediate red-
shift galaxies can occasionally lie in the line of sight of some distant quasar. In
such a case a magnetic field in the galaxy might then be revealed (Stil, 2009).

In nearby spiral galaxies the average total field that is obtained from total
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Figure 1.3: A starburst galaxy, M82, showing a strong wind. The red filaments
that are expanding from the galactic plane are due to the effect of a galactic wind
caused by the intense star formation. (Image Credit & Copyright: Dietmar Hager,
Torsten Grossmann.)

synchrotron intensity ranges from 4µG in M31 up to about 15µG in M51, with
a mean value of 9µG for a sample of 74 galaxies (Shukurov and Sokoloff,
2008). The ratio of energy densities between random and regular magnetic
fields components is b2/B2 ' 3 (Shukurov and Sokoloff, 2008). One example
of a magnetic field configuration in a spiral galaxy is shown in Fig. 1.4.

In the Milky Way (or the Galaxy) it has been observed a magnetic field with
a global quadrupolar parity, while this has not yet been observed elsewhere
(Frick et al., 2001). The global pattern of the field is that of a spiral, similar
to the spiral arms, but there is also a huge variety of structures, like magnetic
arms and field reversals between discs and halo Fletcher et al. (2011). One of
these reversals can be observed close to the solar system; the strength of the
field nearby the Sun is ' 2µG, which is therefore indeed not representative
of the average field of spiral galaxies. In spiral galaxies it is common that the
spiral pattern is followed by the magnetic field, but the random component is
usually of the same order of magnitude as the regular one. The total value
of the equipartition field in the solar neighborhood is B = 6± 2µG. This is
obtained from the synchrotron intensity of the diffuse galactic background:
using these last two values it can be argued that the local regular field BBB has
a strength of 4± 1µG, while for the random component of the total field we
have b = (B2−B2

)1/2 = 5±2µG (Shukurov and Sokoloff, 2008). Looking at
some specific cases, for the equipartition field we find 4µ G for M33, 12µ G
for NGC 6946, and 19µ G for NGC 2276 (Zweibel and Heiles, 1997).

The random component of the field is in general stronger than the regular
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Figure 1.4: Magnetic fields mapped on an optical image of M51. The image
shows the contours of the total radio intensity and polarization vectors at 6cm
wavelength, combined from radio observations. The magnetic field seems to
follow rather well the optical spiral structure. However, also the regions between
the spiral arms contain strong and ordered fields. (Figure from Fletcher et al.
(2011).)

one. It has to be pointed out that there is a discrepancy between the B observed
in the Milky Way and the one measured for other spiral galaxies. In fact, for the
Galaxy we observe B = 1–2µ G, that is, a lower value than the aforementioned
ones. There could be several explanations for this problem, as showed for
example by Beck et al. (2003) and Sokoloff et al. (1998). One of these could be
the difference in depth probed by the total synchrotron emission and Faraday
rotation measures in observations of extragalactic and galactic sources.

A few words about other types of galaxies. In barred galaxies the global
configuration of the magnetic field would be expected to be different from that
of spiral galaxies. Interstellar magnetic field are in fact strongly affected by
the non-axisymmetric gas flow and large scale shocks. In particular the regular
magnetic field might be enhanced by velocity gradients, while the dynamo
action would be influenced by the presence of a bar (Beck et al., 2005).

Dwarf galaxies are the most numerous species of galaxies in the universe;
nevertheless they are very difficult to be observed because they are very faint
objects, especially in the radio domain. Consequently, not much is known
much about the generation of magnetic fields in these galaxies. Recently,
thanks to investigations of the radio emission of nearby dwarf galaxies (Chyży,
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2010), a trend has been observed. Dwarf galaxies seem to have predominately
weak magnetic fields, with strength of about 4 µ G, that is about two or three
times smaller than in normal spirals. On the other hand, recently a strong
polarized emission was discovered in an optically bright dwarf galaxy, NGC
4449. In this case the strength of the total magnetic field is about 12 µ G, while
the regular component is about 8 µG (Chyży, 2010). These values are compa-
rable with those related to radio-bright spirals: they are surprising large, since
the structure of the galaxy itself is lacking an ordered rotation pattern that was
expected to be necessary to for dynamo action. Nevertheless, rotation could
play a role on scales smaller than the global one, thereby helping the dynamo
process to take place. In general it is found that magnetic fields depend on the
surface density through the galactic star formation rate. It is common to find,
in galaxies with a regular structure, that the random component of the field is
stronger than the ordered one.

Revision: 1.78
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2. Studies of (ir)rotational flows

I’ve heard it said, that we can all be defined
Only by looking twice at our past

And I agree but I’m still failing to see
Just what is there to me without my dreams?

(Viktoria Tolstoy, in "Word by Word")

2.1 Understanding how a fluid becomes vortical

The ISM is a turbulent environment whose dynamics is determined by several
astrophysical processes. As explained in Sect. 1.6, the turbulence is believed
to be driven mainly by supernova explosions, injecting energy that sustains
turbulence with rms velocities of ∼ 10km/s and correlation lengths of up to
100pc (Beck et al., 1996). These supersonic events involve strong shocks in
the surroundings of the explosions sites. It is therefore numerically demand-
ing to simulate supernova explosions. Nevertheless, nowadays there are sev-
eral examples of numerical models able to reproduce their physics, like the
observed volume fractions of hot, warm, and cold gas (Rosen and Bregman,
1995, Korpi et al., 1999), the statistics of pressure fluctuations (Mac Low et al.,
2005), the effects of the magnetic field (de Avillez and Breitschwerdt, 2005),
and even dynamo action (Gressel et al., 2008, Hanasz et al., 2009, Gissinger
et al., 2009).

In many of these simulations significant amounts of vorticity are being pro-
duced. Nevertheless, observing vortical structures can appear, on one hand, to
be a surprising result, given that each supernova drives the gas radially outward
and can be described approximatively by radial expansion waves. This way of
modelling an explosion, through a time-dependent spherical blob, leads to an
irrotational forcing acting on the fluid, which does not produce any vorticity.

Therefore we aim to study how vorticity is generated in irrotational flows,
described by a particular case of eq. (1.25) that, when ψψψ = 0, reads

UUU = ∇∇∇φ . (2.1)

For a given velocity field UUU we can define the vorticity as its curl,

WWW = ∇×UUU . (2.2)
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Figure 2.1: A fluid that is expanding can develop vorticity if rotating. This is the
first case of vorticity generation that is studied in Paper II.

This definition arises from the need to quantify the rotation and the angular
momentum of a fluid system. In fact, this can be done by calculating the
circulation Γ on a closed path C embedded in the fluid, and using the Stokes’s
theorem as follows:

Γ =
∫

C
UUU dl =

∫

S
∇∇∇×UUU · n̂nndS =

∫

S
WWW · n̂nndS, (2.3)

where S and n̂nn define a surface bounded to C. For an inviscid barotropic fluid, Γ

is conserved in time: this result is known as Kelvin’s theorem. This means that
the flux of vorticity across a surface S bounded by a closed loop C advected by
the fluid is constant in time.

The evolution equation for WWW can be obtained by taking the curl of the
Navier Stokes equation. In the incompressible case, ∇∇∇ ·UUU = 0, we have

DUUU
Dt

=−∇∇∇

(
p
ρ
+Φ

)
−∇∇∇× (ν∇∇∇×UUU), (2.4)

from which, for constant ν ,

DWWW
Dt

=WWW ·∇∇∇UUU +ν∇∇∇
2WWW . (2.5)

A more general expression for the evolution equation of WWW is given below in
eq. (2.6) for the compressible case.

In an isothermal model, with constant viscosity ν , the general evolution
equation for the vorticity is (see, e.g., Mee and Brandenburg, 2006)

∂WWW
∂ t

= ∇∇∇× (UUU×WWW −ν∇∇∇×WWW )+ν∇∇∇×GGG. (2.6)

Here,
Gi = 2Si j∇ j lnρ (2.7)

is a part of the viscous force that has non-vanishing curl even when the flow is
purely irrotational to begin with, and Si j was defined in eq. (1.4).
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Figure 2.2: Circular expansion waves in water, resembling the setup studied in
Paper II. The water might be considered isothermal, and the waves are travelling
with a very low Mach number. Indeed, at first glance no vortex is seen where
wave fronts encounter each other. (Picture taken in Tyresta National Park, 2011.
Credit: Fabio Del Sordo.)

Qualitatively, vorticity can arise as a consequence of the interplay between
an otherwise potential velocity field and background flows. A first example is
that of a fluid that is rotating around a certain axes. If a spherical expansion
wave is driven in this fluid, the interplay between rotation and expansion leads
to the generation of vorticity. This is sketched qualitatively in fig. 2.1. In case
there is neither rotation, nor shear, nor any other thermodynamical effects, no
vorticity is produced, as visible in fig. 2.2.

Mathematically one has to add the Coriolis force 2ΩΩΩ×UUU to the evolution
equation of the velocity field, and its curl 2∇∇∇×ΩΩΩ×UUU to eq. (2.6). In Paper
II we have examined this case, which is summarized in Fig. 2.3. The intensity
of rotation can be quantified by the Coriolis number

Co = 2Ωτ, where τ = (urmskf)
−1 (2.8)

is the turnover time, that is the ratio between the length scale k−1
f on which

the forcing is acting and the root-mean-square velocity of the flow urms. It
is found that, for Co . 10, there is a linear relationship between the vorticity
and rotation. In other words, the ratio kω/kf is proportional to Co, where
kω = ωrms/urms. The enstrophy spectra are peaked close to the value of the
forcing wavenumber and decrease clearly for big values of k, that is, for small
scales. In Paper II we also show that similar results are obtained in case there
is an underlying shear flow that adds to the expansion wave.

Moreover, in Paper II we quantify the role played by the baroclinic term
∇∇∇ρ×∇∇∇p. This term vanishes in the isothermal case, which belongs to the class
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of barotropic flows for which p ∝ ρ . This mechanism is the most efficient one
among those investigated for the production vorticity. As soon as the flow
becomes supersonic the vorticity shows up where shock fronts encounter each
other, as illustrated in fig. 2.4. As for the dependence of vorticity on a magnetic
field, Kahniashvili et al. (2012) found that the root-mean-square vorticity turns
out to be approximately proportional to the magnetic energy density, up to
Re∼ 250.

In principle, vorticity could also be amplified by a dynamo effect. Indeed
in the evolution equation there is the ∇∇∇× (UUU×WWW ) term, which is analogous to
the induction term in dynamo theory for magnetic fields. In this case WWW plays
the role of the magnetic field. Nevertheless, so far this effect has not been
observed in simulations up to numerical resolution of 5123 meshpoints. Mee
and Brandenburg (2006) showed that, under isothermal conditions, only the
viscous force can produce vorticity. This vorticity becomes negligible in the
limit of large Reynolds numbers or small viscosity. However, Federrath et al.
(2010, 2011) have shown that this changes for Mach numbers approaching
unity. The exact amount of vorticity production through the GGG term is still
unclear, and so is the possible dependence on the numerical scheme in cases
where there is no explicit viscosity.

Does the presence of vorticity affect a dynamo? Typically, the α effect in a
dynamo is generated from helicity, which, in turn, is produced by the combined
action of stratification and rotation. Therefore, α is directly proportional to the
angular velocity which affects the fluid (Krause and Rädler, 1980). However,
for the case in which the angular velocity varies spatially, Brandenburg and
Donner (1997) found numerical evidence that the α effect is proportional to
the vorticity of the fluid.

2.2 Passive scalar vs. magnetic field transport

A passive scalar is a contaminant that is present in a fluid flow with such low
concentration that it has no dynamical effect on the motion of the fluid itself.
For instance, when a person breathes out in a typical Swedish winter day, the
weakly heated flow mixes in a passive scalar fashion with the cooler air that
is entrained from the surroundings. Moisture mixing in air and dye in wa-
ter provide other typical examples. When two chemicals are independently
introduced into a fluid, turbulence provides efficient mixing that enables the
reactions or combustion to occur at the molecular level (Warhaft, 2000).

The equation governing the behavior of a passive scalar in a fluid contains a
diffusion term with a diffusion coefficient, say κ . In the corresponding mean-
field equation there appears, in the simple case of isotropic turbulence, the
effective mean-field diffusivity κ +κt in place of κ , where κt is determined by
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Figure 2.3: Time-averaged enstrophy spectra, Eω(k), compared with k2EK(k),
as function of inverse wavenumber k (scaled with k1, the smallest wavenumber
of the periodic domain). The study for three values of the Coriolis number Co
is here depicted. The curves of k2EK(k) are close together and overlap for Co =
0.01 (dotted) and 0.15 (dashed), so it becomes a single dash-dotted line. The k−3

slope is shown for comparison. In all three cases we have kf/k1 = 4.
(Figure from Paper II.)

the turbulent motion and therefore sometimes called turbulent diffusivity.
When the diffusivity κ is independent of position, a passive scalar C, de-

scribing for instance the concentration of dust or chemicals per unit volume of
a fluid, satisfies

∂C
∂ t

+∇∇∇ · (UUUC)−κ∆C = 0 , (2.9)

where UUU is the fluid velocity. (We have here ignored the possibility that the
fluid density could enter in the expression for the diffusion term.)

In Paper I we show that the behavior on ηt described in eq. (1.26), can be
found also for κt, i.e. it can be negative at low Péclet numbers Pe = urms/κkf.
We find, however, that there are also the requirements of good scale separa-
tion and of slow temporal variations of the flow. If these requirements are not
obeyed, κt and ηt are no longer necessarily negative – even at small values
of Péclet and magnetic Reynolds numbers. This is the reason why a reduc-
tion of the effective diffusivity has never been seen in physically meaningful
compressible flows; see Brandenburg and Del Sordo (2010) for such an exam-
ple, where ηt has been determined for a time-dependent, irrotationally forced
turbulent flow.

A first example of the study presented in Paper I is shown in Fig. 2.5,
where results for a homogeneous isotropic irrotational steady potential flow
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Figure 2.4: Images of T , s, (∇∇∇T ×∇∇∇s)z, and normalized vertical vorticity for
a two-dimensional run with 5122 mesh points. It is shown an instant shortly
before the second expansion wave is launched (top row), and shortly after the
second expansion wave is launched (second and third row). Note the vorticity
production from the baroclinic term in the second and third row, while in the
top row, (∇∇∇T ×∇∇∇s)z and ωz are just at the noise level of the calculation. Even
under our weakly supersonic conditions shock surfaces are well localized and the
zones of maximum production of vorticity appear to be those in which the fronts
encounter each other. Only the inner part of the domain is shown. (Figure from
Paper II.)

are displayed. The forcing is provided by

UUU = ∇∇∇φ , (2.10)

φ =
u0

k0
cosk0(x+χx) cosk0(y+χy) cosk0(z+χz). (2.11)

Here, u0 and k0 are positive constants and χx, χy, and χz can be interpreted as
random phases. This steady flow might, in principle, generate inhomogeneities
in the mass density, and this is the reason for which the applicability of our
results has to be restricted to a limited time range.

In Fig. 2.5, κ̃t and η̃t are the turbulent diffusivity and turbulent magnetic
diffusivity evaluated when the constraint of a good separation is relaxed. For
small enough Pe and ReM we indeed find negative values for these diffusivi-
ties, where the scale of variation of C is large compared with the scale of the
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Figure 2.5: Left panel: κ̃t/κt0 versus k/kf for some values of Pe. Right panel:
η̃t/ηt0 versus k/kf for some values of ReM. (Figure from Paper I.)

turbulence, i.e. k/kf � 1. When k/kf becomes larger than unity, κt and ηt
become positive.

One might wonder whether or not the spatial structure of the flow can
affect the reduction of the effective diffusivity. Results of Paper I suggest that
this is not the case. In fact, even in a nearly one-dimensional flow, turbulent
diffusivities can become negative. However, in that case, if the underlying flow
pattern displays propagating wave motions, there can be transport of the mean
scalar in the direction of wave propagation – even in the absence of any mean
material motion. Furthermore, in this case the wavenumber dependence shows
a singularity at k = kf when SOCA is applied.

To better understand this we have then used the test-field method. This
is a numerical procedure that allows to calculate the transport coefficients in
eq. (1.21) using some known functions, also known as test fields (see Paper
V and Chapter 4 for further details). When the test-field method is applied
instead, the singularity disappears, but there is still a dramatic increase of the
negative value of κt such that κt +κ is close to zero. The ‘naive’ application
of the test-field method suggests that the decay of C should then be 10 times
slower than in the absence of any motions. However, using a direct numerical
calculation of this simple flow pattern, we found that the actual decay is 200
times slower.

It turns out that the reason for this discrepancy is the so-called memory
effect. This means that there is a non-instantaneous connection between the
mean flux of the passive scalar and its mean concentration. Consequently one
has to apply time-dependent test fields to get the correct result. The same
happens in the magnetic case, in which assuming an instantaneous connection
between the mean electromotive force and the mean magnetic field leads to
ignoring the memory effect. When the test-field method is instead applied to
a slowly decaying mean passive scalar concentration, we find that the value of
κt +κ in this time-dependent case is indeed 200 times smaller than κ , thereby
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confirming what found with direct numerical calculations. Although this study
is not straightforwardly applicable to astrophysics, it is a step towards fur-
ther analysis of similar processes, like the turbulent transport of momentum or
heat. Another problem that can be better understood via the determination of
turbulent transport coefficients for irrotationally forced flows is the mixing of
species in a supernova-driven ISM. de Avillez and Mac Low (2002) found dif-
fusion coefficients that increase exponentially with time, rather than remaining
constant. This can be due to turbulent diffusivity.

Revision: 1.70
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3. Occurrence and conservation
of magnetic helicity

Look on this result with a sense of wonder!
It is the evolution equation for the magnetic helicity.

(Steve Shore - An Introduction to Astrophysical Hydrodynamics)

3.1 The role of helicity in dynamos

When in MHD we speak about helicity, we might refer to different quantities.
A hydrodynamic flow can be characterized by its kinetic helicity HK , that is
the volume integral of the scalar product between the velocity field and its curl,
the vorticity WWW = ∇∇∇×UUU ,

HK =
∫

V
WWW ·UUU dV. (3.1)

The value of HK quantifies the mutual linkage of WWW lines (Moffatt, 1969).
Likewise, one can define the flow helicity HU =

∫
V ψψψ ·UUU dV , where ψψψ is the

vector potential of the solenoidal part of UUU ; see Paper I and eq. (1.25). This
quantity is a measure of the linkage of flow lines. When, instead, we are
dealing with a magnetized environment, relevant quantities are the magnetic
helicity

HM =
∫

V
AAA ·BBBdV (3.2)

and the current helicity

HC =
∫

V
JJJ ·BBBdV. (3.3)

These two quantities describe the linkage of magnetic flux tubes and electric
current lines, respectively. A quantity describing the linkage between magnetic
flux tubes and vortex tubes is the so-called cross helicity

HX =
∫

V
UUU ·BBBdV. (3.4)

We can then say that the helicity allows one to quantify the amount of
twisting of a vector field. The most obvious and clear connection can be seen
in the kinetic helicity, which is non-zero only if some helical structures can
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be identified in a flow. For instance, the trajectory of a person climbing a spi-
ral staircase has a preferred handedness and hence a non-zero kinetic helicity.
Nevertheless, one does not necessarily need to follow a spiral path to have a
non-zero helicity. Take the example of a dancer following a straight line dur-
ing a part of her dance-show, but moving through pirouettes. As long as she
moves on a flat surface, her motion will be non-helical, because her velocity is
a vector lying on the plane, while her twisting corresponds to a vector perpen-
dicular to the plane, therefore their dot product vanishes. Nevertheless, if she
keeps turning while jumping, her motion will be helical, even though her body
is not following any helical path. In this case, her motion on a “large scale”
will have zero helicity, while the “small scale” motion will be helical. We can
then say that, in general, for a vector field, we can define its kinetic helicity as
the sum of mean and fluctuating helicity

HK = HKm +HKf (3.5)

These two new quantities indicate respectively the large-scale helicity, HKm =∫
V WWW ·UUU dV , and the small-scale, or fluctuating, helicity, HK f =

∫
V ωωω ·uuudV .

However, the acting of a single dancer can be representative of the motion
of a single fluid particle rather than of a fluid. This can be rather thought of as
the action of a whole ballet group, for which the distinguishing of a collective
helical motion from a non-helical one might be non-trivial. In this case, as we
will see, a topological interpretation of the helicity, connecting this quantity to
the linkage of field lines, will be helpful. The same concept applies to magnetic
and current helicities, therefore representing the swirling of magnetic field and
current lines, respectively.

The connection between the presence of helicity and the occurrence of an
α effect and of a dynamo process was first investigated by Steenbeck et al.
(1966). Figure 3.1 illustrates how the combined action of rotation, expansion
with upward or compression with downward motions can generate helicity, so
creating ordered magnetic structures that can lead to the formation of α-like
structures (see Fig. 1.1). For small-scale dynamos it has been shown that they
can work in non-helical flows (e.g. Kazantsev, 1968, Hughes et al., 1996).
Using a two-scale analysis, Gilbert et al. (1988) showed that helicity is not
strictly required for an α effect and the dynamo instability. A velocity field
that is not parity-invariant can support α effect even if non-helical. Never-
theless, as stated in the same work, the presence of helicity helps the dynamo
action. Even though there exist in the literature examples of flows acting as dy-
namos without involving the occurrence of helicity to develop (e.g. Vishniac
and Brandenburg, 1997, Vishniac and Cho, 2001, Rogachevskii and Kleeorin,
2003, 2004), it is more difficult to produce coherent large-scale structures sim-
ilar to those observed in stars and galaxies with non-helical dynamos rather
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Figure 3.1: For a flow rotating with angular velocity Ω, Parker (1971) explained
qualitatively through this figure the change in angular velocity under the action
of compression (a), expansion (b), upward (c) or downward (d) expansion in
the direction of the midplane. As consequence of these combined motions, net
kinetic helicity is generated. (Figure from Parker (1971).)

than with helical ones (Brandenburg, 2005).

3.2 Spontaneous formation of helical structures

In nature there are systems for which their ground state does not share the same
symmetries of the underlying equations of motion (Umezawa et al., 1982).
This phenomenon is well known, e.g. in equilibrium statistical physics. One
example is the paramagnetic-ferromagnetic transition: when decreasing the
temperature down below the critical point, all the molecules of a magnet attain
the same orientation, thereby breaking the up-down symmetry. This is then a
typical example of spontaneously broken symmetry.

In non-equilibrium physics, spontaneous symmetry breaking is often ob-
served as consequence of the occurrence of an instability: a system does not
return to its initial state after being perturbed at a point where some control
parameter is above a critical threshold. A well–studied example from fluid
dynamics is the case of Rayleigh–Bénard convection (Swinney and Gollub,
1985)

In general, a state of a dynamical system is defined to be stable when an in-
finitesimal change of it leads to an infinitesimal change in future states (Drazin,
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Figure 3.2: The phase portrait for µ < µ∗. This is the typical situation in which
S2 and S3 are attractive and S4 is a saddle point. (Figure from Paper III.)

2002). When, on the other hand, an infinitesimal variation in the present state
can bring, in a finite time, the system into a state finitely away from the present
one, then the state is said to be unstable 1.

What is relevant to our discussion is the fact that non-helical states can
evolve into helical ones due to the occurrence of an instability. This means
that a system, which does not show any handedness in its ground state, evolves
in a finite time into a state of finite helicity if infinitesimally disturbed by a chi-
ral perturbation. It consists then of left-handed (LLL) or right-handed (RRR) fully
helical modes. The original chiral symmetry is therefore broken. We focus
here on spontaneous chiral symmetry breaking in the non-linear phase of an
instability due to the presence of a magnetic field. This might be relevant in
astrophysics because helical flows are ubiquitous, and they are often the cause
of a dynamo at work. In most cases the occurrence of helicity can be under-

1A more mathematically rigorous definition can be found in (Alligood et al., 1997,
pag. 290): An equilibrium point v̄ is called stable or Lyapunov stable if every initial
point v0 that is chosen very close to v̄ has the property that the solution F(t,v0) stays
close to v̄ for t ≥ 0. More formally, for any neighborhood N of v̄ there exists a neigh-
borhood N1 of v̄, contained in N, such that for each initial point v0 in N1, the solution
F(t,v0) is in N for all t ≥ 0. An equilibrium is called asymptotically stable if it is
both stable and attracting. An equilibrium is called unstable if it is not stable. Finally,
an equilibrium is globally asymptotically stable if it is asymptotically stable and all
initial values converge to the equilibrium.
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stood as a result of broken parity due to the presence of a pseudoscalar. For
example, in the northern hemisphere of the Sun flows are expected to have
negative helicity, because the pseudoscalar Ω ·∇∇∇(lnρ) is negative. But, even
in the absence of such pseudoscalar, could helicity emerge as a result of spon-
taneously broken symmetry? We address this question in Paper III, where we
demonstrate the occurrence of spontaneous chiral symmetry breaking due to
a global instability of a purely toroidal magnetic field, known as Tayler insta-
bility (Markey and Tayler, 1973; Tayler, 1973). A sufficient condition for this
instability is (Bonanno and Urpin, 2008b)

∂ lnBϕ

∂ lnr
>−1

2
, (3.6)

where r is the radial coordinate of the cylindrical domain. A spectrum of infi-
nite unstable modes is excited by this instability: all of them are characterized
by pairs of opposite azimuthal wave number m = ±1, 2, 3, ...., but with pre-
cisely the same growth rate. In particular, m = ±1 are the modes with the
fastest growth rate. We thus discuss the possibility of generating a final state
with finite helicity starting from a non-helical basic state, using a very small
controlled helical perturbation. The nonlinear coupling between the different
modes eventually leads to the formation of a final helical state. In the lin-
ear phase the system attains a helicity that is determined essentially by the
helicity of the perturbation, while the nonlinear evolution can be rather com-
plex and it is not clear a priori what the final selected helical state would be.
Moreover we point out some aspects of the underlying nonlinear mechanism
determining the evolution from a mirror-symmetric state to a final state with
a preferred handedness or helicity. Such instability has recently been studied
for its possible astrophysical applications, especially in radiative zones of stars
(Spruit, 1999, Braithwaite and Nordlund, 2006, Braithwaite, 2006, Bonanno
and Urpin, 2008a, Bonanno and Urpin, 2008b, Bonanno and Urpin, 2011, Bo-
nanno and Urpin, 2012, Gellert et al., 2011).

We consider a cylindrical domain with a purely toroidal magnetic field.
The Lorentz force is balanced by a gradient of the pressure of the fluid, so
that the system is in equilibrium. To describe the evolution of this unstable
system, we assume that we are dealing with an instability with two growing
modes with opposite helicity but exactly the same growth rate. The amplitude
of the left- and right-handed modes is given by vectors L̂LL and R̂RR, respectively.
In physical space we have

LLL(xxx) = L̂LLφ(nnn), (3.7)

RRR(xxx) = R̂RRφ(nnn). (3.8)

In cylindrical coordinate, φ is a combination of trigonometric and Bessel func-
tions.
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Similar to what was done by Fauve et al. (1991) we assume that the dynam-
ical evolution of the unstable mode is determined by an effective Lagrangian.
For a single left-handed mode, total helicity and energy are given by

EL =
1
2

∫
LLL2(xxx)d3x =

1
2

L̂LL · L̂LL∗, (3.9)

HL =
∫

LLL ·∇∇∇×LLLd3x =−2ΛEL. (3.10)

where an asterisk denotes complex conjugation and Λ is a measure of the he-
licity. Analogously we define ER and HR = +2ΛER. In Paper III we show
how this description of ER, EL, HR and HL leads to the following form for the
Lagrangian of the system

L[L̂LL, R̂RR] = γ
[
|L̂LL|2 + |R̂RR|2

]
−µ

[
|L̂LL|4 + |R̂RR|4

]
−µ∗

(
|L̂LL|2|R̂RR|2

)
, (3.11)

where the coefficient γ is the linear growth rate and µ and µ∗ are adjustable pa-
rameters that determine the saturation of the instability in the weakly nonlinear
regime.

It follows that the evolution equations for energy E and helicity H =H/2Λ

are

dE
dt

= 2γE−2(µ +µ∗)E2−2(µ−µ∗)H2, (3.12a)

dH
dt

= 2γH−4µEH. (3.12b)

The dynamical system described by eq. (3.12) is depicted in Fig. 3.2. It
has four fixed points in the (E,H) plane, S1 = (0,0), S2,3 = (E0,±E0), and
S4 = (2Ea,0) with eigenvalues λ1 = (2γ,2γ), λ2 = λ3 = (−2γ,2(µ − µ∗)/γ),
and λ4 = (−2γ,2γ−4γµ/(µ +µ∗)). The origin is always repulsive, showing
that the ground state is unstable. S2 and S3 are sinks or saddle points depending
on the values of parameters µ and µ∗. S4, corresponding to an achiral solution,
can be an attractive fixed point only if µ∗ < µ , otherwise it is a saddle point.
So we can say that the initially achiral dynamical system evolves into a chiral
system in a finite time if µ < µ∗.

Fig. 3.3 shows how the description given in eq. (3.11) fits the results of
the DNS. The linear phase is well described by the coefficient γ , while µ and
µ∗ allow a good fit up to the weakly nonlinear phase of the instability. We
can note from eq. (3.11) that when H = 0 at t = 0, the system evolves into a
non-helical state, because dH/dt = 0 for all t.
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Figure 3.3: Time evolution for the logarithmic derivative of kinetic energy (solid
line) E and kinetic helicity H (dashed) as measured in DNS for models Hel and
Helm1 in Paper III. t is in units of the Alfvén travel time tA. We overplot a
fit of the model with equations (3.12). The best fit is obtained for γ = 2.71/tA,
µ = 7.5 · tA/s2

out and µ∗ = 18 · tA/s2
out and the solutions are over-plotted on the

DNS results. (Figure from Paper III.)

3.3 Why do hydromagnetic flows conserve magnetic he-
licity?

Magnetic helicity HM, defined in eq. (3.2), plays an important role in plasma
physics (Taylor, 1974, Berger and Field, 1984, Jensen and Chu, 1984), solar
physics (Rust and Kumar, 1994, 1996, Low, 1996), cosmology (Brandenburg
et al., 1996, Field and Carroll, 2000, Christensson et al., 2005), and dynamo
theory (Pouquet et al., 1976, Brandenburg and Subramanian, 2005c). This is
due to the fact that HM is a conserved quantity in ideal MHD (Woltjer, 1958).
Even in the presence of finite magnetic diffusivity, the magnetic helicity can
still only change on a resistive time scale.

This can be seen by starting from the definition of HM, taking its time
derivative, using eq. (1.8) and uncurling eq. (1.9) such that

∂AAA
∂ t

=−EEE−∇∇∇ψ, (3.13)

where ψ is the electrostatic potential. Using standard vector identities,

∂ (AAA ·BBB)
∂ t

= (−EEE−∇∇∇ψ) ·BBB+AAA · (−∇∇∇×EEE) = (3.14)

=−2EEE ·BBB−∇∇∇ · (ψBBB+EEE×AAA). (3.15)
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Figure 3.4: Formation of zones with different values for the kinetic helicity.
Here we visualize three different snapshots of one of the simulations studied in
Paper III. In the first snapshot we are at the beginning of the simulation, then at
the beginning of the linear phase of the instability and, last, during the nonlinear
phase. In the last snapshot we see how the yellow, corresponding to positive
helicity, is dominant over the blue (negative helicity).

Therefore we have

dHM

dt
=−2

∫

V
EEE ·BBBdV −

∮

S
(EEE×AAA+ψ ·BBB) · n̂nndS = (3.16)

=−2ηµ0

∫

V
JJJ ·BBBdV. (3.17)

We have here assumed that for closed domains the surface integral vanishes.
In the non-resistive case, with η = 0, the magnetic helicity is therefore con-
served. Nevertheless, in real astrophysical cases, characterized by a very large
ReM, even though the magnetic diffusivity is small, we have η 6= 0. Does this
condition ensure that we can deal with the magnetic helicity treating it as a
conserved quantity? In general we can: for example Brandenburg and Sub-
ramanian (2005c) argued that, as η approaches to zero, the magnetic helicity
decreases with an upper bound given by the scaling η1/2, which is not the case
with kinematic helicity, even though that quantity would also be conserved in
the ideal case.

Such conservation law is ultimately responsible for inverse cascade be-
havior that can be relevant for spreading primordial magnetic field over large
length scales (Brandenburg et al., 1996, Field and Carroll, 2000, Christensson
et al., 2005). It is also likely the reason why the magnetic fields of many as-
trophysical bodies have length scales that are larger than those of the turbulent
motions responsible for driving these fields, as well as larger than the body
itself. In the presence of finite magnetic diffusivity, the magnetic helicity can
only change on a resistive time scale.

In a closed or periodic domain, if there is no external energy supply, a
magnetic field decays with a speed depending critically on the value of the
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Figure 3.5: Visualization of the triple ring configuration studied in Paper IV. Ar-
rows indicate the direction of the field lines in the rings, corresponding to a con-
figuration with n = 0 (left) and n = 2 (center). On the right the non-interlocked
configuration with n = 0 is shown. (Figure from Paper IV.)

magnetic helicity. To understand this statement, we can consider spectra of
magnetic energy and magnetic helicity. The magnetic energy spectrum M(k)
is normalized such that

∫
M(k)dk = 〈BBB2〉/2µ0, (3.18)

where k is the wave number (ranging from 0 to ∞). The magnetic helicity
spectrum HM(k) is normalized such that

∫
HM(k)dk = 〈AAA ·BBB〉. (3.19)

In a closed or periodic domain, HM(k) is gauge-invariant, i.e., it does not
change after adding a gradient term to AAA. Indeed, if we choose a vector poten-
tial AAA

′
= AAA+∇∇∇Ψ we find

H
′
M(k)dk =

∫

V
AAA
′ ·BBBdV = HM(k)+

∫

V
∇∇∇ψ ·BBBdV = (3.20)

= HM(k)−
∫

V
ψ∇∇∇ ·BBBdV +

∮

S
ψBBB · n̂nndS = HM(k). (3.21)

Woltjer (1958) found that, for finite magnetic helicity, the magnetic energy
spectrum has to fulfill the so-called realizability condition (Moffatt, 1969)

M(k)≥ k|H(k)|/2µ0. (3.22)

As consequence, the decay of a magnetic field is subject to a corresponding
decay of its associated magnetic helicity. Given that in a closed or periodic
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Figure 3.6: Cross-sections in the xy plane of the magnetic field with zero linking
number (upper row) and finite linking number (lower row). The z component
(pointing out of the plane) is shown together with vectors of the field in the plane.
Light (yellow) shades indicate positive values and dark (blue) shades indicate
negative values. Intermediate (red) shades indicate zero value. (Figure from
Paper IV.)

domain the magnetic helicity changes only on resistive time scales (Berger,
1984), the decay of magnetic energy is slowed down correspondingly.

The decay of turbulent magnetic fields is often described by a power-law
where the magnetic energy is proportional to t−σ . In the absence of magnetic
helicity, 〈AAA ·BBB〉 = 0, a relatively rapid decay with σ ≈ 1.3 (Mac Low, 1999;
Mac Low et al., 1998, 2005) has been found, while with 〈AAA ·BBB〉 6= 0, the decay
is slower with σ between 1/2 (Christensson et al., 2005) and 2/3 (Biskamp and
Müller, 1999).

3.4 A topological interpretation of magnetic helicity

Magnetic helicity happens to have an interesting topological interpretation.
When we deal with isolated flux tubes that do not present any internal twist,
it is indeed possible to write its value as the product of their linking number
times their fluxes (Moffatt, 1978). This means that a system of two or more
interlocked flux tubes has a magnetic helicity, even if they are untwisted. If
we have two interlocked flux tubes C1 and C2, with magnetic fluxes φ1 and φ2,
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respectively, we have BBB1dV = φ1dl and BBB2dV = φ2dl. Therefore

HM = φ1

∮

C1

AAA · dl +φ2

∮

C2

AAA · dl = 2φ1φ2. (3.23)

The sign of the linking number becomes negative if the field lines in one of
the tubes is reversed. Therefore, in this case, the magnetic helicity is more
generally given by HM =±2φ1φ2.

This way to look at magnetic helicity turns out to be important. When we
are able to connect magnetic helicity to physical structures we can then directly
connect the stability, or instability, to the value of HM. In particular, in Paper
IV it is shown that a structure of interlocked magnetic flux rings characterized
by a non-vanishing value of HM can be longer lived than a similar one in which
HM = 0. We have analyzed the evolution of the three different configurations
shown in Fig. 3.5. In particular, the configurations indicated as n = 0 and
n = 2 have been compared in their evolution, for their topologically equality.
A visualization of their evolution can be seen in Fig. 3.6: the configuration with
n = 0, and therefore HM = 0, decays much more quickly than the configuration
with n= 2 and HM 6= 0. As can be seen from this figure, at the non-dimensional
time τ = 2 (in Alfvén times) the field in the n = 0 case suffers from mutual
cancellation of anti-parallel magnetic fields on both sides of y = 0.

The conservation of magnetic helicity appears, therefore, to play a major
role in the stability of magnetic structures. Moreover, it is important in dynamo
theory as well: firstly, it provides diagnostic evidence of large-scale dynamo
action, and, secondly, it leads to a constraint on dynamo action itself, as we will
see in detail in 4.3. In particular, as the work of Pouquet et al. (1976) shows,
the α effect is proportional to the difference of kinetic and current helicity
densities of the small-scale fields, HK f −HC f .

Revision: 1.66
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4. Helical turbulence at work:
turbulent dynamo

Leave the gun. Take the cannoli.

(Peter Clemenza, in "The Godfather")

4.1 Imposed-field vs. test-field method

In the previous section we have discussed two possible contributions to α ,
namely those proportional to kinetic and current helicities. These two contri-
butions might result in a small residual between two large values. In addition,
in the presence of a strong magnetic field, α becomes certainly anisotropic. In-
deed, earlier work using the test-field method (Brandenburg et al., 2008b) has
shown that, even in the simplest case, αi j takes the tensorial form α0(B)δi j +
α1(B)B̂iB̂ j, where B̂i = Bi/|BBB| is the unit vector of the mean field. The goal of
this section is to determine the functions α0(B) and α1(B) in some cases and
to compare the results with those obtained using another simpler method that
is, however, limited in its capabilities.

Approaching this general problem through numerical simulations is a com-
mon way to find these coefficients, although we are talking about techniques
that are still on their way to being fully developed. Direct Numerical Simula-
tions (DNS) offer a good way to evaluate these coefficients and they avoid the
restricting approximations that are unavoidable in analytical approaches.

Figure 4.1: Qualitative illustration of the imposed-field method.
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In the context of mean-field electrodynamics, the simplest way to accom-
plish such a measurement is the so-called imposed-field method, sketched in
Fig. 4.1. The domain in which a DNS is performed (a box, in Fig. 4.1) is put
under the action of an externally imposed large-scale field. Its influence on the
fluctuations of magnetic and velocity fields is used to infer some of the full set
of transport coefficients. It was originally used by Brandenburg et al. (1990)
to show that in rotating stratified convection the vertical components of the α

tensor have an opposite sign respect to the horizontal ones. The same result
was found also later in theoretical works by Ferriere (1993) and Ruediger and
Kichatinov (1993).

Let us translate this into mathematics. For a triply periodic vector potential
AAA, it is convenient to express the magnetic field in the form BBB = BBB0 +∇∇∇×AAA,
where BBB0 is the imposed field. It is automatically equal to 〈BBB〉, because the
volume average of ∇∇∇×AAA vanishes. The volume-averaged electromotive force
is given by

〈EEE〉= 〈EEE〉(t)≡ 〈uuu×bbb〉, (4.1)

where uuu =UUU−〈UUU〉 and bbb = BBB−BBB0 are the fluctuating components of velocity
and magnetic field. For mean fields defined as volume averages, and because of
periodic boundary conditions, it also holds 〈JJJ〉= 0. Under isotropic conditions
there is therefore only the α effect connecting 〈EEE〉 with BBB0, via 〈EEE〉= αimpBBB0,
so

αimp = 〈EEE〉 ·BBB0/B2
0. (4.2)

A different tool, more universal in its use, is the test-field method (Schrin-
ner et al., 2005, 2007): in a single DNS it allows to determine all the wanted
transport coefficients. This method could be summarized as follows: a fluctuat-
ing velocity field is taken from a DNS and inserted into a properly customized
set of equations named test equations. Their solutions, the test solutions, give
the response of chosen mean fields to the interaction with the fluctuating ve-
locity field, that is a fluctuating magnetic field. The chosen mean fields are
called test fields. The full details are given in Paper V. This is a review paper
that highlights in particular the usefulness of the test-field method in nonlinear
cases, for example in the case where the α effect is due to magnetic buoyancy
(Chatterjee et al., 2011b). In that case one talks about the quasi-kinematic test-
field method which applies as long as the magnetic fluctuations are only due
to tangling of a large-scale field (Rheinhardt and Brandenburg, 2010).

This method has been applied to several models, like the ones with homo-
geneous turbulence with helicity (Sur et al., 2008), with shear and no helicity
(Brandenburg et al., 2008a) and with both of them (Mitra et al., 2009), as well
as to the study of magnetorotational instability (Gressel, 2010). This means
that this method is actually able to cover several astrophysical situations, be-
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ing able to calculate the transport coefficients in the aforementioned cases. On
the other hand one still has to deal with the problem of the big computational
power that is required to simulate through DNS such a physical situation. Real
astrophysical values are therefore out of the range of the applicability of the
test-field method.

4.2 Estimating the α effect

When simulating an MHD environment in which a large-scale magnetic field
is generated the problem of the identification of the mechanism driving such a
field arises naturally. For example, Hughes and Proctor (2009) measured the
virtual absence of α effect in simulations of convection thus finding a result
that appears to be in conflict with others, like Schrinner et al. (2005, 2007).

In Paper VI different ways to measure α are used and compared. The
imposed-field method and the test-field method are applied to a helically turbu-
lent environment, with positive helicity and ReM > 1 for which the kinematic
value of α is known (Sur et al., 2008),

α0 =−
τ

3
urms. (4.3)

When under the action of an external field, α should be catastrophically quenched
according to Vainshtein and Cattaneo (1992),

αfit =
α0

1+ReMBBB
2
/B2

eq

. (4.4)

This equation is a special case of the more general quenching formula of Klee-
orin and Ruzmaikin (1982),

αKR82 =
α0 +ReMηtJ ·BBB/B2

eq

1+ReMBBB
2
/B2

eq

. (4.5)

If the mean field is an imposed one, it is uniform in space, so J = 000, and we
recover eq. (4.4).

In Paper VI, we found eq. (4.4) to be true only for strong imposed mag-
netic fields, ReMBBB2

0/B2
eq > 1. Surprising results have been found for weaker

fields: In these cases the imposed-field method does not recover the kinematic
value of α . Instead, αimp can attain strongly suppressed values, but it can
actually also attain strongly enhanced values. This is caused by the unavoid-
able emergence of so-called meso-scale dynamo action, that is the emergence
of dynamo-generated magnetic fields on the scale of the domain. In princi-
ple, such meso-scale dynamo action could have been suppressed by restricting
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Figure 4.2: Visualization of Bz on the periphery of the computational domain for
the X branch and Bx for the Y, Z, and YZ branches. The coordinate directions are
indicated on the first panel. (Figure from Paper VI.)

oneself to scale-separation ratios, kf/k1, of less than 2 or so, as done, for ex-
ample, in some of the runs of Brandenburg and Subramanian (2005a). In this
case, with a triply-periodic box, four different magnetic field configurations
can emerge, as illustrated in Fig. 4.2. The first three correspond to Beltrami
fields, of the form BBB=(coskz,sinkz,0), where the wave-vector points in one of
the three coordinate directions. The fourth possibility is also a Beltrami field,
but one that varies diagonally in a direction perpendicular to the direction of
the imposed-field.

In general, neither the imposed-field method nor the test-field one are able
to fully reproduce the kinematic value of the α effect. for the test-field method
drives the growing of meso-scale fields as well. However the results obtained
with the test-fields are closer to those that one would expect, showing that it
is actually necessary to use a someway more complex strategy to measure α .
What can be done is the following: resetting the meso-scale fluctuating fields
over some regular time-intervals. In this way a more accurate value of α can
be obtained for weak imposed field as well.

Determining the nature of the dynamo mechanism is an important part in
the analysis of a successful simulation showing large-scale field generation.
Paper VI shows that meaningful results for α can be obtained using either the
imposed-field or the test-field methods under the condition that the departure
of the magnetic field from the imposed one BBB0 is reset to zero to eliminate the
effects of dynamo-generated meso-scale magnetic fields. Conversely, if such
fields are not eliminated, the results can still be meaningful, but they need to be
interpreted correspondingly and bear little relation to the imposed field. Strong
imposed magnetic fields (ReMBBB2

0/B2
eq > 1), on the other hand, do not drive any

growth of meso-scale magnetic fields, so the resetting procedure is then neither
necessary nor would it make much of a difference when the test-field method
is used. However, when the imposed-field method is used, the resetting of the
actual field reduces the quenching of urms. This affects the normalizations of
B0 and αi j with Beq and α0, respectively, because both are proportional to urms.
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Figure 4.3: Visualization of By at six different times during the evolution of
the system, for Model S3 in Paper VII. It is visible its variability, being this
component of the magnetic field prevalently negative in the first snapshot and
gradually turning positive in the others. Time is given in turnover times and
spawns over half a cycle. (Figure from Paper VII.)

4.3 What happens in systems that conserve magnetic he-
licity?

We have talked about the evaluation of the transport coefficients and the dy-
namo effect. So now it is time to see the effect that a dynamo process has on
the magnetic field of a system.

It has been demonstrated how the production of large-scale magnetic fields
by a mean-field dynamo can be strongly suppressed at large magnetic Reynolds
numbers as a consequence of the conservation of magnetic helicity. This phe-
nomenon is known as catastrophic quenching (Kleeorin and Ruzmaikin, 1982;
Vainshtein and Cattaneo, 1992). This is a consequence of magnetic helicity
conservation and can be explained in the following way: the large-scale mag-
netic field generated by the α effect is helical, but in order to satisfy the con-
servation of total magnetic helicity, a small-scale field with magnetic helicity
of opposite sign, but equal magnitude, must be generated in the system. The
small-scale magnetic helicity is responsible for the creation of a magnetic α

effect (αM) which contributes with opposite sign to the kinetic α . Kleeorin and
Ruzmaikin (1982) proposed this basic idea as the foundation of the so-called
dynamical quenching model and this was later on confirmed by being able to
reproduce catastrophic quenching in numerical simulations; see, for instance,
Blackman and Brandenburg (2002). Nowadays this issue is still unclear when
it comes to making predictions about the high-ReM regime, difficult to be re-
produced via numerics. One can state that the final amplitude reached by the
magnetic α effect depends on the geometry of the system and on the value
of the magnetic Reynolds number. For highly turbulent astrophysical objects
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Figure 4.4: Space-time diagrams of By for different wind intensities SW for mod-
els with similar ReM in Paper VII. The time axes have been shifted such that for
each run about 1200 turnover times are being displayed. Note that the cycle
period decreases with increasing wind speed. (Figure from Paper VII.)

(high ReM) like the Sun or the Galaxy, αM could get higher amplitudes, thereby
decreasing the dynamo efficiency. However the dynamics of αM also depends
on the ability of the system to get rid of the small-scale magnetic helicity re-
sponsible for its creation. A critical parameter, on which the magnetic helicity
annihilation in a closed or triply periodic domain depends, is the microscopic
magnetic diffusivity. This annihilation is a very slow process given the scales
and diffusivity values under consideration. However, an obvious solution to
this catastrophic (ReM-dependent) quenching is to allow the system to get rid
of helical small-scale magnetic fields. This issue is investigated in Paper VII.

4.4 Alleviating the dynamo quenching

In astrophysical bodies, systems characterised by high values of Re and ReM,
large-scale magnetic fields are presently observed. Thus, catastrophic quench-
ing is obviously not acting in those. As a consequence, there shall be ways
to overcome the constraint given by the conservation of magnetic helicity
which leads to the quenching of the dynamo. If, for instance, magnetic he-
licity is transported towards the outer boundaries and away from the dynamo,
the quenching is expected to be alleviated. How can magnetic helicity can be
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Figure 4.5: Scaling of brms with ReM for a models without (SW = 0) and with
(SW 6= 0) outflow. It is visible as for high enough ReM, brms decreases faster in
the model without outflow. (Figure from Paper VII.)

transferred out of the domain in which the dynamo operates? One possibility
is that small-scale magnetic helicity, responsible for the quenching of dynamo
action, can be removed from the domain as consequence of the advection of
material. In real astrophysical systems, this processes is generally expected to
happen in a number of different ways. Typical examples of such advection can
be stellar and galactic winds.

Among the various mechanisms for removing magnetic helicity from the
system we focus on the role played by the turbulent–diffusive magnetic helic-
ity flux and by the presence of advective flows or winds. The role of these
magnetic helicity fluxes has already been tested in the context of mean-field
dynamo models through a dynamical equation for the magnetic α-effect (Klee-
orin et al., 2000, Brandenburg and Subramanian, 2005b, Sur et al., 2007a,
Brandenburg et al., 2009, Guerrero et al., 2010, Chatterjee et al., 2011a).

These models have demonstrated the importance of magnetic helicity fluxes
in solving the catastrophic quenching problem. Advection might be able to
overcome the constraint imposed by the conservation of magnetic helicity,
transporting a fraction of it outside the domain in which a dynamo is acting.

In Paper VII we study how the dynamo process is affected by advection;
in particular we analyze the relative roles played by advective and diffusive
fluxes of magnetic helicity. We do this by performing direct numerical simula-
tions of a turbulent dynamo of α2 type driven by forced turbulence in a Carte-
sian domain in the presence of a constant flow toward the upper and lower
borders of the domain.

Figure 4.3 shows the system: we simulate a Cartesian domain under the
action of helical plane wave forcing that drives a background helical turbu-
lence. This drives a turbulent dynamo that amplifies a seed magnetic field. In
Fig. 4.3 it can be seen that the y-component of the magnetic field oscillates
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Figure 4.6: Scaling properties of the vertical slopes of 2EEE ·BBB, −2ηµ0 jjj ·bbb, and
−∇∇∇ ·Ff for models with weak wind (upper panel) and stronger wind (lower panel)
in Paper VII. Given that the three quantities vary approximately linearly with z,
the three labels indicate their non-dimensional values at k1z = 1. The second
panel shows that a stronger wind decreases the value of ReM for which the con-
tribution of the advective term becomes comparable to that of the resistive term.
(Figure from Paper VII.)

from negative to positive polarity. This can be best seen in Fig. 4.4, where By,
that is the y-component averaged in the xy-plane, is shown. From the top panel
of Fig. 4.4, one can also see that without an outflow our system does not show
any oscillations. Fig. 4.5 illustrates what is the difference in brms for models
with and without outflow, in function of ReM. It is clear that for ReM ≥ 200
the brms decreases more slowly in case an outflow is present.

In Fig. 4.6 we plot the quantities playing a role in the evolution of the
small scale magnetic helicity. This is characterized by the following quantities:
the interaction between the mean magnetic field with the electromotive force
(2EEE ·BBB); a resistive term proportional to the current helicity, responsible for the
magnetic contribution to the α effect (−2ηµ0 jjj ·bbb); the advective helicity flux
(−∇∇∇ ·Ff).

We show in Paper VII that the alleviation of the catastrophic quenching
happens when the advective flux becomes of the same order of magnitude of
the diffusive one. This result might indicate that the presence of an outflow
can actually play a decisive role in allowing high-ReM astrophysical systems
to harbour strong dynamo-generated magnetic fields.

Revision: 1.25
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5. Epilogue - A long way to go

It’s a long way to the top
If you wanna rock ’n’ roll.

(AC/DC)

Throughout this work we have seen examples of flows that can describe
various astrophysical phenomena. We started looking at irrotational flows, as
a model of expansions or explosions taking place in the ISM and we have
seen how this flows can produce vorticity in the presence of rotation, shear,
and baroclinicity. Also, irrotational flows are peculiar in terms of transport
of magnetic fields as well as for a passive scalar. What’s next? We need to
include the effect of stratification to simulate a more realistic galactic envi-
ronment and confirm the finding for α effect in the two galactic hemispheres.
Moreover our three-dimensional simulations need to be pushed towards higher
Mach numbers, to facilitate a better description of shock front encounters.

As a second kind of flow, we have considered helical ones. We know that
magnetic helicity is a symptom of a dynamo at work, being associated with an
α effect. We have pointed out how helicity can arise from the occurrence of an
instability, which, in the case we have examined, is the Tayler instability. What
will be interesting to analyze here is how a general instability can lead to the
formation of helical structures and where there is the occurrence of symmetry
breaking. Also, the importance of the Tayler instability in the development
of the galactic field needs to evaluated. This might turn out to be relevant
especially for elliptical galaxies, in which systematic rotation is relatively weak
(Moss and Shukurov, 1996).

Coming to the dynamo problem, we have shown in Chapter 4 that one of
the commonly used tools for analyzing the strength of the dynamo coefficient
α can lead to misleading results. Currently, to our knowledge, the test-field
method is the only reliable one to evaluate all the transport coefficients. One
might need to reset the fluctuations due to the development of a meso-scale
field in the computational domain. Paper VII shows that the magnetic helicity
flux term becomes important in DNS of turbulent dynamos at large magnetic
Reynolds numbers, but there is still a long way to go to make conclusive pre-
dictions about galactic dynamos. In forthcoming works we will need to include
a more realistic galactic wind as well as the effect of shear, to have an αΩ dy-
namo operating in the system. Moreover, the multi-phase nature of the ISM
has to be taken into account. Nevertheless, there is the big constraint due to
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the restriction of simulating through DNS only flows with ReM <∼ 2000. This
is still a value that is only just entering what looks like an asymptotic regime,
and it is far away from the real astrophysical ones.
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Sammanfattning

Många av de himlakroppar vi känner till har visat sig vara magnetiserade: jor-
den, många av de hittills upptäckta planeterna, solen och andra stjärnor, den
interstellära rymden, vintergatan och andra galaxer. Orsakerna till detta åter-
står fortfarande att förstå fullt ut, och denna avhandling är ett litet steg i den
riktningen.

Dynamiken hos det interstellära mediet domineras av händelser som su-
pernovaexplosioner, som kan modelleras som irrotationella flöden. Avhandlin-
gens första del ägnas en analys av sådana flödens karakteristika, särskilt hur
de påverkar den typiska turbulenta magnetiska diffusiviteten i ett medium, och
det visas att diffusiviteten ökar utom i några få specialfall. Dessutom visas hur
sådana flöden faktiskt kan utveckla virvelströmmar i miljöer som kännetecknas
av rotation eller skjuvning eller inte är barotropiska.

För det andra undersöker vi helikala (spiralformade) flöden som är av
grundläggande betydelse för dynamon, ett fenomen som förstärker magnetiska
fält. Magnetisk helicitet kan uppstå i samband med en instabilitet: här fokuser-
ar vi på instabiliteter i rent toridoala magnetiska fält, så kallade Tayler - in-
stabiliteter. Man kan ge magnetisk helicitet en topologisk tolkning. Utgående
från detta perspektiv, och med hänsyn tagen till att magnetisk helicitet är en be-
varad storhet i icke-resistiva flöden, visas hur system som är helikala bevarar
magnetiska strukturer längre än icke-helikala system.

Avhandlingens avslutande del behandlar dynamos.
Här visas hur man utvärderar dynamotransportkoeffecienter med de två

vanligast använda teknikerna, nämligen metoderna "imposed-field"(pålagt fält)
resp. test-field"(testfält). Därefter analyseras hur dynamos påverkas av advek-
tion hos magnetiska fält och material utanför den domän där de verkar. Det
visas att närvaron av ett utflöde, som t.ex. stjärnvindar eller galaktiska vindar
i verkliga astrofysikaliska fall, mildrar så kallad "catastrophic quenching", en
process som dämpar dynamos i högkonduktiva medier, och därigenom gör det
möjligt för dynamon att fungera bättre.

(Thanks to Hans v. Zur-Mülen and Simon Candelaresi
for the translation from English)





Riassumendo

Molti dei corpi celesti che conosciamo sono magnetizzati: la Terra, molti tra i
pianeti scoperti finora, il Sole e altre stelle, lo spazio interstellare, la Via Lattea
e altre galassie. Molta strada ci separa da una totale comprensione di tutto ciò
e questo lavoro intende essere un passo in questa direzione.

La dinamica del mezzo interstellare è dominata da eventi come le esplo-
sioni di supernovae e venti stellari che possono essere schematizzati come
flussi irrotazionali. La prima parte di questa tesi è stata dedicata all’analisi
di alcune caratteristiche di questi flussi, con particolare enfasi su quale sia
la loro influenza sulla diffusività megnetica turbolenta del mezzo. Si mostra
come la diffusività aumenti, fatta eccezione per alcuni casi specifici. Inoltre
abbiamo visto come i flussi irrotazionali possano sviluppare vorticità nel caso
in cui avvengano in mezzi soggetti a rotazione o tensione tangenziale (shear),
o nel caso in cui non siano barotropici.

Nella seconda parte abbiamo parlato di flussi elicoidali, di importanza basi-
lare per il fenomeno dell’amplificazione dei campi magnetici, ossia la dinamo.
L’elicità magnetica può sorgere a causa di un’instabilità: in questo lavoro ci
siamo occupati dell’instabilità dei campi puramente toroidali, conosciuta an-
che come instabilità di Tayler. È possibile dare un’interpretazione topolog-
ica dell’elicità magnetica. Partendo da questo punto di vista, consapevoli che
l’elicità magnetica è conservata in magnetoidrodinamica non resistiva, abbi-
amo mostrato come un sistema con elicità magnetica tenda a conservare le
strutture magnetiche più a lungo di un suo analogo non elicoidale.

Nella parte conclusiva della tesi ci siamo occupati di dinamo. È possibile
quantificare i coefficienti di trasporto per una dinamo con due tecniche differ-
enti, ossia il metodo di campo imposto (imposed-field) e il metodo di campo
test (test-field). Successivamente abbiamo analizzato come una dinamo venga
affetta da trasporto di campo magnetico, o di materia, al di fuori del dominio
in cui essa opera. Abbiamo dimostrato che la presenza di un efflusso, come
un vento stellare o galattico in astrofisica, diminuisce la cosiddetta estinzione
catastrofica della dinamo (catastrophic quenching), ossia l’attenuazione della
dinamo in fluidi altamente conduttivi, e permette così una migliore efficienza
del funzionamento di una dinamo.
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Certain aspects of the mean-field theory of turbulent passive scalar transport and of mean-field electrodynamics
are considered with particular emphasis on aspects of compressible fluids. It is demonstrated that the total
mean-field diffusivity for passive scalar transport in a compressible flow may well be smaller than the molecular
diffusivity. This is in full analogy to an old finding regarding the magnetic mean-field diffusivity in an electrically
conducting turbulently moving compressible fluid. These phenomena occur if the irrotational part of the motion
dominates the vortical part, the Péclet or magnetic Reynolds number is not too large, and, in addition, the
variation of the flow pattern is slow. For both the passive scalar and the magnetic cases several further analytical
results on mean-field diffusivities and related quantities found within the second-order correlation approximation
are presented, as well as numerical results obtained by the test-field method, which applies independently
of this approximation. Particular attention is paid to nonlocal and noninstantaneous connections between the
turbulence-caused terms and the mean fields. Two examples of irrotational flows, in which interesting phenomena
in the above sense occur, are investigated in detail. In particular, it is demonstrated that the decay of a mean scalar
in a compressible fluid under the influence of these flows can be much slower than without any flow, and can
be strongly influenced by the so-called memory effect, that is, the fact that the relevant mean-field coefficients
depend on the decay rates themselves.
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I. INTRODUCTION

Many investigations of transport processes in turbulently
moving fluids have been done in the framework of the
mean-field concept. A simple example is the transport of a
passive scalar quantity like the number density of particles
in a turbulent fluid [1–5]. Another important example is the
magnetic-field transport in electrically conducting turbulent
fluids. The widely elaborated mean-field electrodynamics, or
magnetofluiddynamics, delivers in particular the basis of the
mean-field theory of cosmic dynamos [6,7].

The original equation governing the behavior of a passive
scalar in a fluid contains a diffusion term with a diffusion
coefficient, say κ . In the corresponding mean-field equation
there appears, in the simple case of isotropic turbulence, the
effective mean-field diffusivity κ + κt in place of κ , where κt

is determined by the turbulent motion and therefore sometimes
called the “turbulent diffusivity.” Likewise, the induction equa-
tion governing the magnetic field in an electrically conducting
fluid contains a diffusion term with the magnetic diffusivity η.
In the mean-field induction equation there appears, again for
isotropic turbulence, η + ηt in place of η, where ηt is again
determined by the turbulent motion and sometimes called the
“turbulent magnetic diffusivity.”

At first glance it seems plausible that turbulence enhances
the effective diffusion, corresponding to positive κt and ηt .
In a compressible fluid, however, this is not always true. A
counterexample for the magnetic case has been long known.
Represent the velocity in the form u = ∇ × ψ + ∇φ by a
vector potential ψ satisfying the gauge condition ∇ · ψ = 0

*khraedler@arcor.de

and a scalar potential φ. Let uc, λc, and τc be a characteristic
magnitude, length, and time, respectively, of the velocity field.
Assume that the magnetic Reynolds number ucλc/η is small
compared to unity and that τc considerably exceeds the free-
decay time λ2c/η of a magnetic structure of size λc. Then it
turns out [7–10] that

ηt = 1
3η

(ψ2 − φ2). (1)

That is, negative ηt are certainly possible if the part of u
determined by the potential φ dominates. Then, the mean-field
diffusivity is smaller than the molecular one. This surprising
result deserves more thorough examination, which is indeed
one of the motivations behind this paper. Here it will be shown
that a result analogous to (1) applies to κt , too. These results
apply not only to turbulence in the narrow sense, but also to
other kinds of random and even nonrandom (including steady)
flows.

Results of that kind might be of some interest for the
turbulence in the interstellar medium. It is widely believed
that it is mostly driven by supernova explosions [11–14]. In
this case the driving force, and so the flow, too, could have
noticeable irrotational parts, i.e., parts that are described by
gradients of potentials. However, when rotation or shear is
important, or the Mach number is close to or in excess of unity
and the baroclinic effect present, vorticity production becomes
progressively more important—even when the forcing of the
flow is purely irrotational [15].

Another possible application of such results could be in
studies of the very early Universe, where phase transition
bubbles are believed to be generated in connection with the
electroweak phase transition [16,17]. The relevant equation

046321-11539-3755/2011/84(4)/046321(12) ©2011 American Physical Society
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of state is that of an ultrarelativistic gas with constant sound
speed c/

√
3, where c is the speed of light. This is a barotropic

equation of state, so the baroclinic term vanishes. Hence, there
is no obvious source of vorticity in the (nonrelativistic) bulk
motion inside these bubbles so that it should be essentially
irrotational. This changes, however, if there is a magnetic field
of significant strength, because the resulting Lorentz force is
in general not a potential one.

In Sec. II of this paper we give an outline of the mean-field
theory of passive scalar transport, prove the passive-scalar
version of relation (1), and derive some further results in the
framework of the second-order correlation approximation. We
also give an analogous outline of mean-field electrodynamics
and present some specific results. In Sec. III we formulate
the mean-field concept for the case of nonlocal relationships
between the turbulence-dependent terms in the mean-field
equations and the mean fields, and we explain the test-field
method for the determination of transport coefficients. In
Sec. IV we then present analytical and numerical results
for two simple models which reflect mean-field properties of
irrotational flows. Finally a discussion of our findings is given
in Sec. V.

II. OUTLINE OF MEAN-FIELD THEORIES

A. Passive scalar transport

Let us focus attention on passive scalars C which describe
the concentration of, e.g., dust or chemicals per unit volume
of a fluid. We assume that C satisfies

∂tC + ∇ · (UC)− ∇ · (κ∇C) = 0, (2)

where U is the fluid velocity and κ a diffusion coefficient,
which in general depends on both the mass density � and the
temperature T . In the case of an incompressible isothermal
fluid, Eq. (2) applies with κ independent of position so that
∇ · (κ∇C) turns into κ	C. We want, however, to include
compressible fluids, too.Wemay justify (2), e.g., ifC describes
the concentration of an admixture of light particles in a
compressible isothermal fluid. The diffusion coefficient is
then given by κ = f (T )/�, with some function f ; see [18],
Chap. 11, p. 39. We expect the validity of (2) with some
dependency of κ on � also in more general cases. In a flow
of such a fluid, its density, even when uniform initially, will
in general become position dependent in the course of time.
For the sake of simplicity we shall nevertheless ignore any
consequence of inhomogeneous density. Hence, our results are
applicable only for either the limited time interval or the limited
velocity amplitude range for which the density inhomogeneity
is still negligible. Overcoming these limitations requires a
theory which includes momentum and continuity equations
and is beyond the scope of this paper.

With this in mind we consider, in what follows, κ always
as independent of position, and replace (2) by

∂tC + ∇ · (UC)− κ	C = 0. (3)

We further assume that the fluid motion and therefore also C

show turbulent fluctuations, define mean quantities like C or
U by a proper averaging procedure which ensures the validity

of the Reynolds rules, and put C = C + c and U = U + u.
The evolution of C is then governed by

∂tC + ∇ · (U C)+ G − κ	C = 0 (4)

with

G = ∇ · F , F = uc . (5)

For c we have

∂tc + ∇ · [uC + Uc + (uc)′]− κ	c = 0, (6)

where (uc)′ stands for uc − uc. Clearly, F is a functional of
u, U , and C in the sense that F at a given point in space and
time depends in general on u, U , and C at other points, too.
This functional is linear in C.

Let us, for simplicity, consider the case U = 0 and assume
that u corresponds to homogeneous turbulence. Until further
notice we adopt the assumption that C varies only weakly in
space and time so that F , at a given point in space and time,
can be simply represented as a function ofC and its first spatial
derivatives, i.e., ∇C, taken just at this point. We will refer to
this assumption as “perfect scale separation.” We may then
conclude that

F i = γ
(C)
i C − κij

∂C

∂xj

, (7)

with γ
(C)
i and κij being coefficients determined by u, which

are independent of position.1

Clearly, γ (C)
i gives the velocity of advection of C, and κij is

a contribution to the total mean-field diffusivity tensor, which
is then equal to κδij + κij . From (7) we conclude that

G = γ
(C)
i

∂C

∂xi

− κij

∂2C

∂xi∂xj

. (8)

Of course, κij may be assumed to be symmetric in i and j .
For isotropic turbulence we have γ

(C)
i = 0 and κij = κtδij with

some constant coefficient κt so that

F = −κt∇C, (9)

and consequently

G = −κt	C. (10)

Although we have defined u as the turbulent velocity, only
its statistical symmetry properties like homogeneity or isotropy
have in fact been utilized. Here and later in this paper, the term
“turbulence” should, accordingly, be understood in a wider
sense, including random or even nonrandom flows with such
properties.

1Consequently, a spatially constantC is not influenced by u and thus
stationary; nevertheless it causes a fluctuation c that is, for stationary
u, again stationary. Hence, there is then a nontrivial stationary
solution of (2) with constant average. For potential flows u = ∇φ

it can be given explicitly as C = C0 exp(φ/κ). We thank our referee
for having made us aware of it.
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In specific calculations often the second-order correlation
approximation (SOCA) is used. It consists in neglecting the
term (uc)′ in Eq. (6) for c, so that this equation turns into

∂tc − κ	c = −∇ · (uC). (11)

The applicability of this approximation is restricted to not too
large velocities u. If we characterize the velocity field again by
a typical magnitude uc and by typical length and time scales λc

and τc, respectively,wemay define the parameter qκ = λ2c/κτc,
which gives the ratio of the free-decay time λ2c/κ to τc; further,
the Péclet number Pe = ucλc/κ and the Strouhal number St =
ucτc/λc. Note that qκ = Pe/St. A sufficient condition for the
applicability of SOCA in the case qκ � 1 reads St � 1; in the
case qκ � 1 it reads Pe � 1.

B. Diffusivity in a special case

Let us focus attention on homogeneous isotropic turbulence
and determine κt in a limiting case. Since κt depends neither
on C nor on position, we may choose simply C = G · x with
a constant G so that ∇C = G, and consider at the end only
x = 0. We represent u in the form

u = ∇ × ψ + ∇φ, ∇ · ψ = 0, (12)

by a vector potential ψ and a scalar potential φ, and set further

ψ = ∇ × χ , φ = −∇ · χ, (13)

where we utilized the freedom in defining the new vector
potential χ such that both ψ and φ are now derived from this
single quantity. We then have

u = −∇2χ . (14)

We further assume that u varies so slowly in time that we may
consider it as independent of t . Finally we adopt SOCA so that
(11) applies. We may write it in the form

	(κc − X) = 0 (15)

with

X = −χ · G − 2∇� · G + φ G · x, 	� = φ. (16)

From (15) we conclude that

c = 1
κ

X + c0, (17)

where c0 is some constant. Calculating then F at x = 0 we
obtain

F i = − 1
κ
(uiχk + 2ui∂�/∂xk)Gk. (18)

Due to the isotropy of the turbulence we have

uiχk = 1
3u · χ δik, ui∂�/∂xk = 1

3u · ∇� δik. (19)

Using (12) and (13) and considering the homogeneity of the
turbulence, we find

u · χ = ψ2 + φ2, u · ∇� = −φ2. (20)

Consequently we have

F = − 1
3κ

(ψ2 − φ2)G. (21)

Comparing this with (9), we obtain

κt = 1
3κ

(ψ2 − φ2), (22)

a result in full analogy to (1). For an incompressible flow κt

can never be negative, while it can never be positive for an
irrotational flow.

C. Relations for transport coefficients

We consider now homogeneous, but not necessarily
isotropic turbulence and use a Fourier transformation of the
form

F (x,t) =
∫∫

F̂ (k,ω) exp(ik · x − iωt) d3k dω. (23)

Further we adopt SOCA. Then standard derivations (see, e.g.,
[7]) yield

γ
(C)
i = −

∫∫
ikk

κk2 − iω
Q̂ik(k,ω) d3k dω, (24)

κij =
∫∫ (

Q̂ij (k,ω)+ Q̂ji(k,ω)
2(κk2 − iω)

−2κ[Q̂ik(k,ω)kj + Q̂jk(k,ω)ki]kk

(κk2 − iω)2

)
d3k dω, (25)

where Q̂ij (k,ω) is the Fourier transform of the correlation
tensor Qij (ξ ,τ ), defined by

Qij (ξ ,τ ) = ui(x,t) uj (x + ξ ,t + τ ). (26)

Since Qij (ξ ,τ ) is real, we have Q̂ij (k,ω) = Q̂∗
ij (−k, − ω),

where the asterisk means complex conjugation.
We recall here Bochner’s theorem (see, e.g., [7], Chap. 6),

according to which, for any homogeneous turbulence,
Q̂ij (k,ω) is positive semidefinite, that is,

Q̂ij (k,ω)Xi X∗
j � 0 (27)

for any complex vector X .
Assume first incompressible turbulence, that is, ∇ · u = 0.

Then we have

Q̂ij kj = 0, Q̂ij ki = 0. (28)

In this case, (24) yields γ
(C)
i = 0 (even if the flow is not

isotropic), and (25) turns into

κij = 1
2

∫∫
1

κk2 − iω

(
Q̂ij (k,ω)+ Q̂ji(k,ω)

)
d3k dω.

(29)

From (27) and (29) we may conclude that κij is positive
semidefinite. If the flow is statistically isotropic we have
κij = κtδij and we may conclude that κt is non-negative.

Assume next irrotational turbulence, that is, u = ∇φ with
any potential φ. Then we have

Q̂ij (k,ω) = kikj R̂(k,ω) (30)
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with some real function R̂ related to φ. Owing to (27), R̂ must
be non-negative (cf. [7], Chap. 6). With (24), (25), and (30)
we find

γ
(C)
i = −

∫∫
ikiR̂(k,ω)k2

κk2 − iω
d3k dω, (31)

κij = −
∫∫

(3κk2 + iω)kikj R̂(k,ω)
(κk2 − iω)2

d3k dω. (32)

For statistically isotropic flows R̂ depends only via k on k.
Hence, we obtain as expected γ

(C)
i = 0 and

κt = −1
3

∫∫
(3κk2 + iω)k2R̂(k,ω)

(κk2 − iω)2
d3k dω. (33)

Assume now in addition that the variations of u in time are
slow. Then R̂ is markedly different from zero only for very
small ω. Consequently, κt is nonpositive.

D. Magnetic-field transport

We now consider a magnetic field B in a homogeneous
electrically conducting fluid and assume that it is governed by

∂t B − ∇ × (U × B)− η∇2B = 0, ∇ · B = 0, (34)

with U being again the velocity and η the magnetic diffusivity
of the fluid. Focusing attention on a turbulent situation, we
define again mean fields, in particular B and U , and put B =
B + b and U = U + u. Then we have

∂t B − ∇ × (U × B + E)− η∇2B = 0, ∇ · B = 0, (35)

where

E = u × b (36)

and

∂t b − ∇ × [U × b + u × B + (u × b)′]−η∇2b = 0,
∇ · b = 0. (37)

Here (u × b)′ means u × b − u × b. The mean electromotive
force E due to the fluctuations u and b is a functional of u, U ,
and B, which is linear in B.

Let us restrict ourselves again to U = 0. Assuming perfect
scale separation, defined analogously to the passive scalar case
considered before, we may conclude that

E i = aijBj − ηij (∇ × B)j − cijk(∇B)sjk, (38)

where (∇B)sjk = 1
2 (∂Bj/∂xk + ∂Bk/∂xj ). Here aij , ηij , and

cijk are quantities determined by u. [Instead of the traditional
bijk we use here ηij = 1

2 bimnεjmn and cijk = − 1
2 (bijk +

bikj ).]2
In this context SOCA consists in dropping the term (u × b)′

in (37) so that

∂t b − η∇2b = ∇ × (u × B), ∇ · b = 0. (39)

2In analogy to what was noted for the passive scalar case, stationary
solutions of (34) with constant mean parts of B are conceivable.

Sufficient conditions under which this applies are again
analogous to those explained below (11). We have only to
replace the parameter qκ by qη = λ2c/ητc and the Péclet
number Pe by the magnetic Reynolds number Rm = ucλc/η.
Note that qη = Rm/St.

The relevant relations for aij , ηij , and cijk , derived un-
der SOCA for homogeneous turbulence, are given in the
Appendix. Let us restrict ourselves here to homogeneous
nonhelical turbulence. Then the correlation tensor Q̂ij may
not contain any pseudoscalar or any other pseudoquantity. As
a consequence, the symmetric part of aij and the antisymmetric
part of ηij are equal to zero, and we have

aij = εijkγ
(B)
k ,

(40)
γ
(B)
i = 1

2

∫∫
ikk

Q̂ik(k,ω)+ Q̂ki(k,ω)
ηk2 − iω

d3k dω,

and

ηij = 1
2

∫∫ (
[2δij δkl − (δikδjl + δjkδil)]Q̂kl(k,ω)

2(ηk2 − iω)

− η[2δij kk − (kiδjk + kj δik)]klQ̂kl(k,ω)
(ηk2 − iω)2

)
d3k dω. (41)

Moreover, cijk is equal to zero.
Consider now incompressible turbulence, for which (28)

applies. Then we have, even in the anisotropic case, γ (B)
i = 0

[see also [7], Chap. 7.1, statement (i)]. Furthermore,

ηij = 1
4

∫∫
[2δij δkl − (δikδjl + δjkδil)]Q̂kl(k,ω)

ηk2 − iω
d3k dω,

(42)

which, together with (27), implies that ηij is positive semidef-
inite. If the turbulence is in addition isotropic, we have
ηij = ηtδij with

ηt = 1
3

∫∫
Q̂kk(k,ω)
ηk2 − iω

d3k dω. (43)

Like κt , ηt also has to be non-negative [see also [7], Chap. 7.4,
Eq. (7.47)].

Consider next irrotational turbulence, for which (30) ap-
plies. Then,

γ
(B)
i =

∫ ∫
ikik

2R̂(k,ω)
ηk2 − iω

d3k dω, (44)

ηij = −1
2

∫ ∫
(ηk2 + iω)(k2δij − kikj )R̂(k,ω)

(ηk2 − iω)2
d3k dω.

(45)

If the variations of u in time are slow, R̂ is markedly different
from zero only for small ω. Then it can be readily shown that
ηij is negative semidefinite. In the isotropic case, R̂ depends,
as already noted above, only via k on k. Therefore we have,
independent of the time behavior of u, γ (B)

i = 0 and

ηt = −1
3

∫∫
(ηk2 + iω)R̂(k,ω)k2

(ηk2 − iω)2
d3k dω. (46)

If then the time variations of u are slow, ηt has to be nonpositive
[see also [7], Chap. 7, Eq. (7.51)].
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III. GENERALIZATIONS AND TEST-FIELD PROCEDURE

A. Lack of scale separation

In applications, the assumption of perfect scale separation,
used so far, might be violated; see, e.g., [19]. We now
relax it. Considering first again the passive scalar case we
admit now a dependence of F , at a given point in space,
on C (or its derivatives) at other points, that is, we admit
a nonlocal connection between F and C. For the sake of
simplicity, however, we assume until further notice that F ,
at a given time, is only connected with C (or its derivatives)
at the same time, that is, we remain with an instantaneous
connection between F and C. Again, we restrict ourselves to
homogeneous turbulence.

We further assume here, again for simplicity, that mean
fields are defined as averages over all x and y. Hence, they
depend on z and t only.

In what follows it is then sufficient to consider the z

component of F only. As a straightforward generalization
of the relation for F z contained in (7), with derivatives with
respect to z only, we now write

F z(z,t) =
∫ (

γ (C)
z (ζ )C(z − ζ,t)− κzz(ζ )

∂C(z − ζ,t)
∂z

)
dζ,

(47)

with two functions γ (C)
z (ζ ) and κzz(ζ ), which are assumed to

be symmetric in ζ , and with the integration being over all ζ .
(In the case of inhomogeneous turbulence, γ (C)

z and κzz would
also depend on z.) With the specifications γ (C)

z (ζ ) = γ (C)
z δ(ζ )

and κzz(ζ ) = κzzδ(ζ ), where γ (C)
z and κzz on the right-hand

sides are understood as constants, we return just to the relation
for F z given by (7). Utilizing integrations by parts, we may
rewrite (47) as

F z(z,t) =
∫

�(ζ )C(z − ζ,t) dζ (48)

with

�(ζ ) = γ (C)
z (ζ )− ∂κzz(ζ )

∂ζ
. (49)

In what follows, it is convenient to work with a Fourier
transformation defined by

F (ζ ) = 1
2π

∫
F̃ (k) exp(ikζ ) dk. (50)

[Apart from the fact that here only a function of the single
variable ζ is considered, this definition differs from (23) also
by the factor 1/2π on the right-hand side.] Equation (48) is
then equivalent to

F z(z,t) = 1
2π

∫
�̃(k)C̃(k,t) exp(ikz) dk, (51)

and (49) implies

γ̃ (C)
z (k) = Re[�̃(k)], κ̃zz(k) = −k−1Im[�̃(k)]. (52)

For γ (C)
z and κzz on the right-hand sides of (7) and (8) we have

then

γ (C)
z = γ̃ (C)

z (0), κzz = κ̃zz(0). (53)

Let us admit that F z, at a given time, depends on C (and
its spatial derivatives) not only at this but also at earlier times.
This noninstantaneous connection between F z and C can be
described as a memory effect; see, e.g., [20]. We then have to
generalize (47) such that

F z(z) =
∫∫ (

γ (C)
z (ζ,τ )C(z − ζ,t − τ )

− κzz(ζ,τ )
∂C(z − ζ,t − τ )

∂z

)
dζ dτ (54)

with γ (C)
z and κzz symmetric in ζ and equal to zero for τ < 0;

the integration is then over all ζ and τ � 0. It is straightforward
to generalize the relations (48) to (53) in that sense. Then,
Fourier transforms with respect to ζ and τ occur, and γ̃ (C)

z and
κ̃zz depend not only on k but also on an additional variable ω.

The generalizations explained here can easily be extended
to the magnetic case discussed in Sec. II D. Then, γ (B)

z , ηxx ,
and ηyy occur as functions of ζ , or of ζ and τ , and their Fourier
transforms γ̃ (B)

z , η̃xx , and η̃yy as functions of k, or of k and ω.

B. Test-field procedure

In Sec. II we have presented results for quantities like γ
(C)
i

or κij which apply only under SOCA. As soon as we are able to
solve equations like (6), e.g., numerically, we may determine
these quantities, or γ̃ (C)

z and κ̃zz introduced in the preceding
section, also beyond this approximation. A proper tool for
that is the test-field method, first developed in mean-field
electrodynamics [21,22]. We apply the ideas of this method
here first to the passive scalar case. As in the preceding section
we assume again that the mean fields are defined by averaging
over all x and y and relax spatial scale separation, but ignore
at first scale separation in time, that is, the memory effect.

Suppose that we have solved (6) for two different test fields
C, say

C
c = C0 cos kz and C

s = C0 sin kz (55)

with given C0 and k, and calculated the corresponding F z,
say F c

z(z) and F s

z(z). Specifying (47) to F c

z and F s

z and
considering that, due to (50) and the assumed symmetry of
γ (C)

z (ζ ) and κzz(ζ ) in ζ ,
∫

γ (C)
z (ζ ) cos kζ dζ = γ̃ (C)

z (k),
(56)∫

κzz(ζ ) cos kζ dζ = κ̃zz(k),

we find

F c

z(z) = C0
[
γ̃ (C)

z (k) cos kz + κ̃zz(k) k sin kz
]
,

(57)
F s

z(z) = C0
[
γ̃ (C)

z (k) sin kz − κ̃zz(k) k cos kz
]
.
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This in turn leads to

γ̃ (C)
z (k) = 1

C0

[
F c

z(z) cos kz + F s

z(z) sin kz
]
,

(58)
κ̃zz(k) = 1

C0k

[
F c

z(z) sin kz − F s

z(z) cos kz
]
.

Note that, although constituents of the right-hand sides depend
on z, the left-hand sides do not.

If the memory effect is taken into account, Eq. (6) has to
be solved with time-dependent test fields C. Let us define
such fields by multiplying the right-hand sides in (55) by a
factor eiωt . Integrate then the relevant equations numerically
with any initial condition until all transient parts of the
solutions have disappeared. For steady flows, the remaining
solutions then show the same harmonic time variation as the
test fields (approximately possible also for unsteady flows).
That is, the same time-dependent factors occur on both sides
of the equations analogous to (57) and can be removed.
These equations then allow the determination of γ̃ (C)

z (k,ω)
and κ̃zz(k,ω), that is, the Fourier transforms of γ (C)

z (ζ,τ ) and
κzz(ζ,τ ). Of course, γ̃ (C)

z (k,ω) and κ̃zz(k,ω) are in general
complex. We may also replace the factor eiωt by eσ t with a
complex σ . Instead of the Fourier transformation with respect
to time we have then to use a Laplace transformation.

A test-field procedure, as described here for passive scalars,
can also be established for the magnetic case as discussed
in Sec. II D. It allows then the calculation of quantities like
γ (B)

z , ηxx , and ηyy or their Fourier or Laplace transforms. Such
procedures have already been used elsewhere (e.g., [20,22]).

For the numerical computations presented below we use
the PENCIL CODE [23], where the test-field methods both for
passive scalars and for magnetic fields have already been
implemented [4]. All results presented in this paper have been
obtained with a version of the code compatible with revision
16408.

IV. EXAMPLES AND ILLUSTRATIONS

A. Three-dimensional flow

In an attempt to model properties of homogeneous isotropic
irrotational turbulence we wish to consider first a steady
potential flow. Thus, we choose

u = ∇φ, (59)

φ = u0

k0
cos k0(x + χx) cos k0(y + χy) cos k0(z + χz). (60)

Here, u0 and k0 are positive constants and χx , χy , and χz

are understood as random phases. Of course, this steady flow
must lead to growing inhomogeneities of the mass density.
Therefore the applicability of our results is restricted to a
limited time range; see the discussion below (2).

Starting from original fieldsC and B, whichmay depend on
x, y, z, and t , and also on χx , χy , and χz, we define mean fields
C and B by averaging over all x and y and, in addition, overχz.
Consequently, mean fields no longer depend on x, y, or χz, but
they may depend on z and t . Clearly, the Reynolds averaging
rules apply exactly. For mean quantities determined by u only,

averaging over x and y is equivalent to averaging over χx

and χy . Therefore, such quantities can also be understood as
averages over χx , χy , and χz. Clearly, u2 is independent of x,
y, and also of z.

From (59) and (60), we conclude that

urms = 1
2

√
3
2

u0 (61)

and we define a wave number kf of u by

kf =
√
3k0. (62)

Inwhat follows, κt andηt , aswell as κ̃t and η̃t , will be expressed
in units of κt0 and ηt0, given by

κt0 = ηt0 = urms

3kf

. (63)

Furthermore, we define the Péclet number Pe and the magnetic
Reynolds number Rm by

Pe = urms

κkf

, Rm = urms

ηkf

. (64)

Calculations in the framework of SOCA under the assump-
tion of perfect scale separation yield

κt = −κt0Pe, ηt = −ηt0Rm. (65)

Clearly, κt and ηt are nonpositive. If scale separation is, in the
sense of (47), relaxed, we obtain

κ̃t (k) = −κt0Pe f (k/kf ), η̃t (k) = −ηt0Rm f (k/kf ),

f (v) = 1− v2

1+ (2/3)v2 + v4
. (66)

In all following discussions we consider k as positive. Like κt

and ηt , also κ̃t and η̃t are negative as long as k/kf < 1.
In what follows, we present results for the quantities κ̃t and

η̃t obtained by the test-field procedure described in Sec. III B,
utilizing numerical integrations of Eq. (6) for c or Eq. (37) for
b. Averaging over χz was performed by averaging over z.

Figure 1 shows κ̃t /κt0 as well as η̃t /ηt0 for a small value
of k/kf , at which these quantities should be very close to
κt/κt0 and ηt/ηt0, as functions of Pe and Rm, respectively.
(These values could also be obtained with a test field that is
independent of z and another one linear in z.) In agreement
with the results presented in Sec. II and with (65), κt and ηt are
negative for not too large values of Pe and Rm, respectively.
Remarkably the functions κ̃t (Pe) and η̃t (Rm) coincide formally
for small values of Pe and Rm only, but are otherwise clearly
different from each other. In particular, η̃t remains negative, at
least for Rm � 70, while κ̃t becomes positive for Pe � 2. The
total diffusivities, η + η̃t and κ + κ̃t , are always found to be
positive.

Figures 2 and 3 show examples of the dependence of κ̃t /κt0
and η̃t /ηt0 on k/kf . Again, κ̃t and η̃t with Pe = 0.35 and
Rm = 0.35, respectively, that is, in the validity range of SOCA,
take coinciding negative values in the limit of small k/kf .
However, κ̃t and η̃t become positive for large values of k/kf ,
regardless of the values of Pe and Rm. The dependence of κ̃t

on Pe and that of η̃t on Rm are in general clearly different from
each other.
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FIG. 1. κ̃t /κt0 and η̃t /ηt0 as functions of Pe and Rm, respectively,
for the model given by (59) and (60); k/kf = 1/10

√
3 ≈ 0.06. The

dotted line on the lower left gives SOCA result and the shaded area on
the lower right marks the regime where the total diffusivities would
become negative.

The results regarding negative contributions of κt to
the mean-field diffusivity for passive scalars, or negative
contributions of ηt to the magnetic mean-field diffusivity, have
been found under the assumption that the velocity u is steady
or varies only weakly in time. In order to see the influence of
the variability of u we consider now a renovating flow. It is
assumed that, during some time interval, a steady flow as given
by (60) with some values of χx , χy , and χz exists, and likewise
in the following interval, but with randomly changed χx , χy ,
and χz, and so forth. Hence, there is no correlation between
the flows in the different intervals. It is further assumed that
all intervals are equally long. Denoting their durations by τ ,
we define now the dimensionless parameters

qκ = (
κk2f τ

)−1
, qη = (

ηk2f τ
)−1

. (67)

Steadiness of the velocity corresponds to qκ = qη = 0.
Figure 4 shows the dependency of κ̃t /κt0Pe on qκ and that

of η̃t /ηt0Rm on qη for k/kf = 1/
√
3 ≈ 0.6. We see that κ̃t

and η̃t are no longer negative if qκ and qη exceed 0.2 and 0.3,
respectively.

FIG. 2. κ̃t /κt0 versus k/kf for some values of Pe.

FIG. 3. η̃t /ηt0 versus k/kf for some values of Rm.

B. Plane-wave-like flow

With the idea of establishing a simple model reflecting
features of homogeneous anisotropic turbulence, we remain
with (59), that is u = ∇φ, but replace (60) by

φ = u0

k0
cos[k0(sx + z)− ω0t − χ ]. (68)

If s = 0, the velocity u corresponds to a sound wave traveling
in the z direction, with wavelength and frequency determined
by k0 and ω0 and with a phase angle χ . We assume, for
simplicity, k0 > 0 and ω0 � 0 so that the wave travels in the
positive z direction. If we admit nonzero values of s, the wave
propagates no longer in the z direction, but in the direction of
the vector (s,0,1). For ω0 = 0 the velocity u does not depend
on time, that is, we have a “frozen-in” wave.

Similarly to the preceding example, we define mean fields
here by averaging over all x and y and, if the original field
depends on χ , also over χ . Then, mean fields may depend
only on z and t . Again, the Reynolds averaging rules apply
exactly. If an original field is determined by u only and s is
unequal to zero, averaging over x is equivalent to averaging
over χ .

FIG. 4. κ̃t /κt0Pe and η̃t /ηt0Rm versus qκ or qη, respectively, for a
renovating flow with urmskf τ = 5.3 and k/kf = 1/

√
3 ≈ 0.6. In the

calculations, τ was held constant. Consequently, qκ = Pe/5.3 and
qη = Rm/5.3.
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RÄDLER, BRANDENBURG, DEL SORDO, AND RHEINHARDT PHYSICAL REVIEW E 84, 046321 (2011)

Instead of (61) we now have

urms = u0

√
s2 + 1
2

, (69)

and instead of (62) and (63) we put

kf = k0, κt0 = ηt0 = urms

kf

, (70)

and we define Pe and Rm again according to (64). Finally we
set

qκ = ω0

κk20
, qη = ω0

ηk20
. (71)

Due to the definition of mean fields, which implies that C and
B do not depend on x and y, we also have (∇ × B)z = 0. In
addition, we assume that Bz = 0.

Adopting SOCA and assuming again perfect scale separa-
tion, we find

γ (C)
z = urmsPe g(s,qκ ),

γ (B)
z = urmsRm g(s,qη), (72)

g(s,q) = (1+ s2)q
(1+ s2)2 + q2

,

and

κzz = −κt0Pe h(s,qκ ),
ηxx = ηyy = −ηt0Rm h(s,qη), (73)

h(s,q) = (1+ s2)[(1+ s2)2 − 3q2]
[(1+ s2)2 + q2]2

.

In the case qκ = qη = 0, that is, for frozen-in waves, the γ (C)
z

and γ (B)
z vanish. This is due to the fact that, then, there is no

preference for the positive or negative z direction. For qκ �= 0,
however, γ (C)

z is positive so that C is advected in the positive
z direction. Further, κzz is negative for not too large qκ , but it
becomes positive for larger qκ . This applies analogously with
qη, γ (B)

z , and ηxx = ηyy .
Relaxing perfect spatial scale separation and assuming that

C and B vary in time as exp(σ t) with a real σ , we find further

γ̃ (C)
z = urmsPe g

(
s,qκ,k/kf ,σ/κk2f

)
,

γ̃ (B)
z = urmsRm g

(
s,qη,k/kf ,σ/ηk2f

)
, (74)

g(s,q,v,w) = q

2

(
1+ s2 + v

[(1+ v)2 + s2 + w]2 + q2

+ δ
1+ s2 − v

[(1− v)2 + s2 + w]2 + q2

)
,

and

κ̃zz = −κt0Peh
(
s,qκ,k/kf,σ/κk2f

)
,

η̃xx = η̃yy = −ηt0Rm h
(
s,qη,k/kf ,σ/ηk2f

)
, (75)

h(s,q,v,w) = − 1
2v

(
(1+ s2 + v)[(1+ v)2 + s2 + w]

[(1+ v)2 + s2 + w]2 + q2

− δ
(1+ s2 − v)[(1− v)2 + s2 + w]

[(1− v)2 + s2 + w]2 + q2

)
.

The factor δ is in general equal unity but equal to zero if
1− v = s = w = q = 0, that is, if the following denominator

FIG. 5. Dependence of γ̃ (C)
z /urmsPe and κ̃zz/κt0Pe on qκ as well

as that of γ̃ (B)
z /urmsRm and η̃xx/ηt0Rm on qη for the model given by

Eq. (68) for k/kf = 0.1, s = 0.01, σ = 0, and three values of Pe or
Rm, respectively. Solid lines give SOCA results, symbols the values
obtained by the test-field method; dots correspond to γ̃ (C)

z /urmsPe
and κ̃zz/κt0Pe, open circles to γ̃ (B)

z /urmsRm, and η̃xx/ηt0Rm. Clearly,
γ̃ (C)

z /urmsPe and κ̃zz/κt0Pe coincide completelywith γ̃ (B)
z /urmsRm and

η̃xx/ηt0Rm if Pe and Rm coincide.

vanishes. All coefficients γ
(C)
i , γ (B)

i , γ̃ (C)
i , γ̃ (B)

i , κij , ηij , κ̃ij , and
η̃ij , which are not explicitly mentioned, are equal to zero.

Numerical calculations of γ̃ (C)
z and κ̃zz as well as γ̃ (B)

z

and η̃xx = η̃yy by the test-field method, without restriction
to SOCA, have been carried out with k/kf = 0.1 and some
specific values of Pe and Rm. Only cases with s �= 0 were
included, for which the χ and x averages are equivalent. Hence
the standard test-field procedure with horizontal averages
could be employed. Figure 5 shows these quantities for
s = 0.01 as functions of qκ or qη. The results for Pe = 0.1 and
Rm = 0.1 are in good agreement with our SOCA calculations,
that is, (74) and (75). Those for higher Pe and Rm clearly
deviate from them. Interestingly, the dependence of γ̃ (C)

z and
κ̃zz on Pe is always the same as those of γ̃ (B)

z and η̃xx or η̃yy

on Rm.
A remarkable feature of SOCA results (75) for κ̃zz, and

also for η̃xx = η̃yy , is that these quantities show singularities at
k/kf = 1 if qκ = qη = s = σ = 0. Nevertheless they are well
defined at this point; κ̃zz/κ = Pe2/4 and η̃xx/η = η̃yy/η =
Rm2/4 at k/kf = 1.
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FIG. 6. Dependence of κ̃zz/κ with Pe = 0.707 and qκ = σ = 0
on k/kf . Solid lines as well as the cross at k/kf = 1 result from
analytic SOCA calculations with s = 0. Symbols give numerical
results obtained with Eq. (6) using s = 0.01; filled circles, full
equation; open circles, SOCA, term (uc)′ dropped. Note the second
“resonance” at k/kf = 2.

Let us, in what follows, focus attention on passive scalars
only. Consider a mean scalar of the formC = F (t) cos kzwith
F being positive. For qκ = 0, its time behavior is exclusively
determined by the quantity κ + κ̃zz. Clearly C is bound to
decay if κ + κ̃zz > 0. Now consider the dependence of κ̃zz

on k/kf for qκ = s = σ = 0, depicted in Fig. 6. If k/kf is
smaller than but close to unity, κ̃zz may, even for small Pe,
take arbitrarily large negative values, and κ + κ̃zz becomes
negative. This will then lead to a growth of the modulus of C.
Of course, this conclusion is drawn from a result obtained
under SOCA and may hence be questionable. Indeed, the
sufficient condition for the applicability of SOCA given so far,
Pe � 1, has been derived for k/kf � 1 only. If, by contrast,
k/kf ≈ 1, we find, when comparing the terms ∇ · (uc)′ and
κ	c in (6) under the assumption that c is dominated by
contributions with wave numbers k + kf and k − kf , for
qκ = σ = 0 and s � 1 the more stringent condition

Pe � 3
(1− k/kf )2 + s2

1− k/kf + s2
. (76)

It supports the doubts in the above conclusion concerning the
growth of the modulus of C.

The aforementioned SOCA calculations for s = 0 have
been extended by the inclusion of fourth-order terms in u,
that is, in Pe. Apart from some quantitative changes of κ̃zz/κ

in the neighborhood of k/kf = 1, which occur with larger Pe,
a new singularity emerges at k/kf = 2. As can be seen in
Fig. 6, the numerical (non-SOCA) calculations with s = 0.01
reflect this feature, too. They also give indications of a further
resonance at k/kf = 3 (not shown).

Figure 7 shows κ̃zz for steady test fields (that is, σ = 0)
with k/kf = 0.9 and s = 0.01 as a function of Pe. The
results clearly deviate from those obtained by SOCA as
soon as Pe exceeds, say, 0.2. Considering that κ + κ̃zz � 0
is equivalent to −κ̃zz/κt0 � 1/Pe, Fig. 7 tells us further that
κ + κ̃zz becomes very small with growing Pe, but suggests
that it remains positive. We may suppose that the modulus

FIG. 7. Dependence of κ̃zz/κt0 on Pe for k/kf = 0.9 and s =
0.01, σ = qκ = 0. The dashed line gives SOCA result and the shaded
area marks the range where the total diffusivity would become
negative.

of the considered C never grows but its decay becomes very
slow for large Pe. For example, for Pe = 1 we expect that
λ = −(κ + κ̃zz)k2 ≈ −0.1κk2, that is, the decay of C should
be about ten times slower than in the absence of any motion.

In these considerations, however, the memory effect, that
is, the dependence of the value of κ̃zz, relevant for the decay of
C, on the decay rate λ itself, has been ignored. As explained
in Sec. III B, we have to include this dependence by using
time-dependent test fields. Let us assume that they vary as
exp(σ t) but consider σ first as independent of λ. Then κ̃zz and
λ = −(κ + κ̃zz)k2 occur as functions of σ . Figure 8, obtained
by test-field calculations, shows this dependence of λ on σ .
If we then identify σ with λ we find, as indicated in Fig. 8,
λ ≈ −0.005κk2. That is, the decay of C is about 200 times
slower than in the absence of any motion.

In order to check this surprising result, we perform two-
dimensional direct numerical simulations based on Eq. (2)
with a flow given by (68) using k0 = 10k1, where k1 = 2π/Lz

is the smallest wave number in the z direction with extent Lz.
Our computational domain is periodic in both directions. We

FIG. 8. Dependence λ(σ ) = −[(κ + κ̃zz(k,σ )]k2 for Pe = 1.0,
k/kf = 9/10, s = 0.01, and qκ = 0. The curve representing
λ(σ )/κk2 intersects the dash-dotted line λ = σ at λ(σ )/κk2 =
−0.005, which is shown more clearly in the inset.
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FIG. 9. Direct simulation showing the decay of the amplitude F

of C(z) in units of its initial value F0. Parameters as in Fig. 8. The
inset shows the time dependence of the growth rate λ, leveling off at
λ ≈ −0.005κk2 after some initial adjustment time.

choose Lx = 10Lz so as to accommodate the variation in the
x direction with wave number k0s and s = 0.01. The initial
condition is C = C0 cos kz, with C0 > 0 and k = 9k1. We use
1282 mesh points and choose Pe = 1, which is clearly beyond
the applicability of SOCA; cf. Fig. 7.

As we expect that C = F (t) cos kz, we have identified
the maximum of the x average of C with respect to z with
F and determined the growth rate by calculating first its
instantaneous value λ(t) = d lnF/dt ; see Fig. 9. It turns out
that the average of λ over the time interval in which it is
approximately constant is in excellent agreement with the
test-field resultλ ≈ −0.005κk2 described above. The snapshot
in Fig. 10 shows that C(x,z) varies mainly in the z direction
with the dominant wave number k = 9kf /10. In units of κk2,

FIG. 10. (Color online) Snapshot of C(x,z) for the simulation
shown in Fig. 9 at tκk2 = 17. Bright (yellow) shades indicate positive
values and dark (blue) shades negative values. The lower panel shows
C(x,z) with the correct aspect ratio of the box.

the free-decay rate of a mode with this wave number would
be 0.01, or 0.012, if the variation in x is taken into account.
Note, however, that the dominant constituent of C belongs,
by virtue of its x dependence, to the fluctuating field c and
that the actual decay rate of the mean field C is at least two
times smaller than the given free-decay rate. The fluctuations
are not decaying freely, but follow the mean field, and hence
adopt its decay rate. In this particular case, the rms values of
the fluctuations exceed those of the mean field by a factor of
14.

The question could be raised as to whether a resonance
effect in the above sense can also occur for solenoidal flows.
Numerical experiments with the (stationary) ABC flow (for its
definition see, e.g., [24]) indicate clearly that the decay of C

is always accelerated in the presence of this flow, irrespective
of the value of k/kf .

V. CONCLUSIONS

In this work we have shown that the turbulent diffusivity κt

for the concentration of a passive scalar in a potential flow can
be negative at low Péclet numbers. This result is analogous
to an earlier finding for the turbulent magnetic diffusivity ηt

in such a flow at low magnetic Reynolds numbers, originally
derived in the context of astrophysical dynamo theory. The
numerical calculations presented in this paper confirm Eq.
(1) quantitatively for an irrotational flow. We have not yet
considered the case of the combined action of solenoidal and
irrotational flows where the question arises of how strong the
solenoidal part has to be to render the turbulent diffusivities
positive. Our calculations also show that negative values of κt

do not occur for larger Péclet numbers, whereas negative ηt

may well exist for moderate to large Reynolds numbers. In
neither case have negative turbulent diffusivities yet been seen
in laboratory experiments. Nevertheless, for possible physical
applications of our results one may think of microfluidic
devices [25], in which the flow can be compressible [26] and
the Péclet number small.

In addition to the condition of small Péclet and magnetic
Reynolds numbers, there are also the requirements of good
scale separation and of slow temporal variations of the flow. If
these requirements are not obeyed, κt and ηt are no longer
necessarily negative – even at small values of Péclet and
magnetic Reynolds numbers. This may be the reason why
a reduction of the effective diffusivity has never been seen
in physically meaningful compressible flows and why Eq. (1)
is virtually unknown in the turbulence community. In fact,
previous attempts to verify this equation in simulations have
failed because of the fact that the time dependence has been
too vigorous in those flows [27].

The spatial structure of the flow does not appear to be
critical for obtaining a reduction of the effective diffusivity.
Even in a nearly one-dimensional flow, turbulent diffusivities
can become negative. However, in that case there are two new
effects. First, if the underlying flow pattern displays propagat-
ing wave motions, there can be transport of the mean scalar
in the direction of wave propagation—even in the absence
of any mean material motion. Again, this effect may have
applications to microfluidic devices. Second, the wave number
characteristics display a singular behavior under SOCA, but
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even beyond SOCA there can be a dramatic slowdown of
the decay by factors of several hundreds compared with
the molecular values. This result is completely unexpected
because no such behavior has ever been seen for any other
turbulent transport process. Furthermore, the memory effect
proves to be markedly important in such cases, so the
common assumption of an instantaneous relation between the
mean flux of the scalar and its mean concentration or the mean
electromotive force and the mean magnetic field breaks down
near the singularity.

In addition to finding out more about possible applications
of the turbulent transport phenomena discussed above, it would
be natural to study the possibility of similar processes for the
turbulent transport of other quantities including momentum
and heat or other active scalars. Further, a complementary
effort to determine the transport coefficients for turbulent
irrotational flows numerically would be of high interest,
the more as there are no simple analytical results available.
Supernova-driven turbulence in the interstellar medium would
of course be the most suggestive application.

Clearly, both analytical and numerical approaches using the
test-field method proved to be invaluable in that they are able
to predict unexpected phenomena that can then also be verified
using direct numerical simulations and in future hopefully also
laboratory experiments.
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APPENDIX: RELATIONS FOR ai j , ηi j , AND ci j k

Under SOCA we may derive, for homogeneous turbulence,

aij =
∫∫

i(εilmkj − εilj km)
Q̂lm(k,ω)
ηk2 − iω

d3k dω, (A1)

ηij = 1
2

∫∫ (
δij δlm − δimδjl − 2η(δij klkm − kikmδjl)

ηk2 − iω

)

× Q̂lm(k,ω)
ηk2 − iω

d3k dω, (A2)

cijk = −1
2

∫∫ (
2εimnδjk − (εimj δkn + εimkδjn)

− 2η
2εimnkj kk − (εimj kk + εimkkj )kn

ηk2 − iω

)

× Q̂mn(k,ω)
ηk2 − iω

d3k dω. (A3)
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ABSTRACT

Context. In the absence of rotation and shear, and under the assumption of constant temperature or specific entropy, purely potential
forcing by localized expansion waves is known to produce irrotational flows that have no vorticity.
Aims. Here we study the production of vorticity under idealized conditions when there is rotation, shear, or baroclinicity, to address
the problem of vorticity generation in the interstellar medium in a systematic fashion.
Methods.We use three-dimensional periodic box numerical simulations to investigate the various effects in isolation.
Results. We find that for slow rotation, vorticity production in an isothermal gas is small in the sense that the ratio of the root-
mean-square values of vorticity and velocity is small compared with the wavenumber of the energy-carrying motions. For Coriolis
numbers above a certain level, vorticity production saturates at a value where the aforementioned ratio becomes comparable with
the wavenumber of the energy-carrying motions. Shear also raises the vorticity production, but no saturation is found. When the
assumption of isothermality is dropped, there is significant vorticity production by the baroclinic term once the turbulence becomes
supersonic. In galaxies, shear and rotation are estimated to be insufficient to produce significant amounts of vorticity, leaving therefore
only the baroclinic term as the most favorable candidate. We also demonstrate vorticity production visually as a result of colliding
shock fronts.

Key words. magnetohydrodynamics (MHD) – turbulence – Galaxies: magnetic fields – ISM: bubbles

1. Introduction

Turbulence in the interstellar medium (ISM) is believed to be
driven by supernova explosions. Such events inject sufficient
amounts of energy to sustain turbulence with rms velocities of
∼ 10 km/s and correlation lengths of up to 100 pc (Beck et al.,
1996). Simulations of such events can be computationally quite
demanding, because the bulk motions tend to be supersonic and
the flows involve strong shocks in the vicinity of individual ex-
plosion sites, as was seen early on in two-dimensional simula-
tions (Rosen & Bregman, 1995). Nevertheless, such simulations
are able to reproduce a number of physical phenomena such as
the observed volume fractions of hot, warm, and cold gas (Rosen
et al., 1996; Korpi et al., 1999a), the statistics of pressure fluctu-
ations (Mac Low et al., 2005), the effects of the magnetic field
(de Avillez & Breitschwerdt, 2005), and even dynamo action
(Gressel et al., 2008; Gissinger et al., 2009; Hanasz et al., 2009).
These simulations tend to show the development of significant
amounts of vorticity, which is at first glance surprising. Indeed,
each supernova drives the gas radially outward and can roughly
be described by radial expansion waves. In such a description,
turbulence is forced by the gradient of a potential that consists of
a time-dependent spherical blob at random locations. Obviously,
such a forcing is irrotational, so no vorticity is produced.

Earlier work of Mee & Brandenburg (2006) showed that un-
der isothermal conditions only the viscous force can produce
vorticity and that this becomes negligible in the limit of large
Reynolds numbers or small viscosity. In principle, vorticity can
also be amplified akin to the dynamo effect by the∇× (u×ω)
term, which is analogous to the induction term in dynamo the-
ory, where ω plays the role of the magnetic field. However, nei-
ther this nor the viscosity effect were found to operate – even

at numerical resolutions of up to 5123 meshpoints. This dis-
agreed with subsequent simulations by Federrath et al. (2010),
who solved the isothermal inviscid Euler equations with irrota-
tional forcing using the FLASH CODE. They found significant
vorticity generation in proximity to shocks where some kind of
effective numerical viscosity must have acted.

Given that under isothermal conditions, only viscosity can
lead to vorticity production, one must ask whether numerical vis-
cosity or effective viscosity needed to stabilize numerical codes
might have contributed to the production of vorticity in some of
the earlier works. Indeed, it is possible that the directional opera-
tor splitting used in the FLASH CODEmay have been responsible
for spurious vorticity generation in the work of Federrath et al.
(2010); (R. Rosner, private communication). On the other hand,
when cooling and heating functions are included to perform
more realistic simulations of the ISM, vorticity could be pro-
duced by the baroclinic term. Furthermore, even in the isother-
mal case, in which the baroclinic term vanishes, vorticity could
be produced if there is rotation and/or shear.

The baroclinic term results from taking the curl of the pres-
sure gradient term and is proportional to the cross product of the
gradients of pressure and density. This term can play an impor-
tant role when the assumptions of isothermality or adiabaticity
are relaxed. Indeed, the baroclinic term can also be written as the
cross product of the gradients of entropy and temperature. This
formulation highlights the need for non-ideal effects, because
in the absence of any other heating or cooling mechanisms, the
entropy is just driven by viscosity. Again, it is not obvious that
in the absence of additional heating and cooling much vorticity
can be produced. On the other hand, it is clear that viscous heat-
ing must be significant even in the limit of vanishing viscosity,
because the velocity gradients can be very large, especially in
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shocks. Of course, the assumption about additional heating and
cooling is not realistic for the interstellar medium and will need
to be relaxed. Finally, there are the effects of rotation and shear,
that can contribute to the production of vorticity even in the ab-
sence of baroclinicity.

The goal of this paper is to study the relative importance of
the individual effects that contribute to vorticity production. It is
then advantageous to restrict oneself to simplifying conditions
that allow one to identify the governing effects. An important
simplification is the restriction to weakly supersonic conditions
so that shocks and other sharp structures can still be resolved
with just a uniform and constant viscosity. We also neglect the
effects of stratification which can only indirectly contribute to
vorticity production. In fact, a constant gravitational accelera-
tion drops out when taking the curl. Only in the non-isothermal
and non-isentropic case can gravity contribute to vorticity pro-
duction by enhancing the effect of the baroclinic term. We begin
with a preliminary discussion and a qualitative analysis of the
important terms in the vorticity equation.

2. Preliminary considerations
We recall that in the absence of baroclinicity, rotation, and shear,
the curl of the evolution equation of the velocity is given by (see,
e.g., Mee & Brandenburg, 2006)

∂ω

∂t
= ∇× (u× ω − ν∇× ω) + ν∇×G, (1)

where ν is the kinematic viscosity (assumed constant) andGi =
2Sij∇j ln ρ is a part of the viscous force that has non-vanishing
curl even when the flow is purely irrotational. Here,

Sij =
1
2 (ui,j + uj,i)− 1

3δijuk,k (2)

is the traceless rate of strain matrix, and commas denote par-
tial differentiation. The G term breaks the formal analogy with
the induction equation. It is convenient to express the resulting
rms vorticity in terms of the typical wavenumber kω of vortical
structures which we define as

kω = ωrms/urms. (3)

We monitor the ratio kω/kf , where kf is the adopted nominal
forcing wavenumber. In Mee & Brandenburg (2006), the result-
ing vorticity, expressed in terms of the ratio kω/kf , was found to
be zero within error bars. This result is compatible with the idea
that the ν∇×G term in Equation (1) is insignificant for vorticity
production. By contrast, in vortical turbulence and at moderate
values of the Reynolds number, kω/kf is found to be of the order
of unity (Brandenburg, 2001), although one should expect a mild
increase proportional to the square root of the Reynolds number
as this number increases.

2.1. Rotation

Rotation leads to the addition of the Coriolis force, 2Ω × u,
in the evolution equation for the velocity. Taking the curl, we
obtain the vorticity equation (1) with two additional terms, both
proportional toΩ, so we have

∂ω

∂t
= ...− 2Ω∇⊥ · u⊥ + 2Ω ·∇u⊥, (4)

where the dots denote the other terms in Equation (1) that we dis-
cussed already. In order to estimate the production of vorticity,

one could derive an evolution equation for the enstrophy density,
1
2ω

2, by multiplying the right-hand side of Equations (1) and (4)
by ω, and use a closure assumption for the resulting triple corre-
lations. However, it is then difficult to obtain a useful prediction
for ωrms, because the right-hand side of such an equation would
necessarily be proportional to ω and would therefore vanish, un-
less ωrms was different from zero to begin with. Instead, we esti-
mate ωrms by computing the rms value of ∂ω/∂t and replacing
it by ωrms/τΩ, where τΩ is a typical time scale of the problem.
This leads to

ωrms ≈ 2ΩτΩ
〈
(∇⊥ · u⊥)

2 + (∇‖u⊥)
2
〉1/2

, (5)

where ∇⊥ and ∇‖ denote derivatives in the directions perpen-
dicular and parallel to the rotation axis and u⊥ is the velocity
vector perpendicular to the rotation axis. Using Cartesian coor-
dinates whereΩ points in the z direction, we have

ωrms ≈ 2ΩτΩ
〈
(ux,x + uy,y)

2 + u2
x,z + u2

y,z

〉1/2
. (6)

We expect τΩ to be comparable to the turnover time, τ =
(urmskf)

−1. We expect the rms values of the velocity deriva-
tive term in Equation (6) to be comparable to the rms velocity
and some inverse length scale. Typically, one would expect it to
be proportional to urmskf , although, again, there can be an ad-
ditional dependence on the square root of the Reynolds number.
However, for fixed Reynolds number, and not too rapid rotation,
we expect ωrms to increase linearly with the Coriolis number,
i.e.,

Co = 2Ωτ, where τ = (urmskf)
−1. (7)

Thus, we expect kω/kf = StΩ Co, where we have defined an
effective rotational Strouhal number,

StΩ = τ effΩ urmskf . (8)

We regard this as a fit parameter that will emerge as a result
of the simulations. We have here introduced the quantity τ effΩ ,
where τ effΩ /τΩ is given by the ratio of the velocity gradient terms
divided by urmskf . However, for larger values of Co there may
be a departure from a linear dependence between kω/kf and Co.
(We note that, apart from a possible 4π factor, the Coriolis num-
ber is just the inverse Rossby number.) One aim of this paper
is therefore to verify this dependence from simulations and to
determine empirically the value of τΩ.

2.2. Shear

In the presence of linear shear with uS = (0, Sx, 0), the evolu-
tion equation for the departure from the mean shear attains addi-
tional terms, −uS∇ · u− u ·∇uS . This implies a dependence
of ωrms on S, analogous to the Ω dependence discussed above.
In components form, this means that

ωrms ≈ SτS
〈
(ux,x + uy,y)

2 + u2
x,z + u2

z,y +O(xu′′)
〉1/2

, (9)

which is quite similar to Equation (5), except that in the penulti-
mate term in angular brackets the indices are now interchanged,
i.e. we now have uz,y instead of uy,z . In analogy to τΩ, we de-
fine τS as a typical time scale of the problem and we expect it to
be again related to the turnover time τ . The O(xu′′) denotes the
presence of additional terms that are proportional to x and to sec-
ond derivatives of u. However, when adopting the shearing box
approximation with shearing-periodic boundaries (Goldreich &
Lynden-Bell, 1965; Wisdom & Tremaine, 1988), each point in
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the xy plane is statistically equivalent. We would therefore not
expect there to be a systematic x dependence, which corresponds
to the assumption of Galilean invariance that is sometimes used
in the study of turbulent transport coefficients in linear shear
flows (Sridhar & Subramanian, 2009). We will postpone the pos-
sibility of additional terms until later. Since we expect τS to be
comparable to τ = (urmskf)

−1, the rms vorticity should be pro-
portional to the shear parameter,

Sh = Sτ ≡ S/urmskf , (10)

although for large values of |Sh| we may expect departures from
a linear dependence. Determining this dependence is another
aim of this paper. Again, a linear dependence is characterized
by the values of τS and τ effS , where, in analogy with the previ-
ous case with rotation, the ratio τ effS /τS is given by the deriva-
tive term in Equation (9), normalized by urmskf . A convenient
non-dimensional measure of the value of τ effS is what we call the
shear Strouhal number,

StS = τ effS urmskf , (11)

which can be determined provided there is a range in Sh over
which ωrms increases linearly with Sh.

The study of vorticity production by rotation and shear is
quite independent of thermodynamics and can in principle be
studied even in the incompressible case. However, in the present
paper we study this effect in the weakly compressible case of
low Mach numbers and under the assumption of an isothermal
equation of state, where the baroclinic term vanishes.

2.3. Baroclinicity

As mentioned in the introduction, the baroclinic term, propor-
tional to∇ρ×∇p, emerges when taking the curl of the pressure
gradient term, ρ−1∇p. This term can also be written as

ρ−1∇p = ∇h− T∇s, (12)

where h and s are specific enthalpy and specific entropy, respec-
tively, and T is the temperature. Thus, we have

∂ω

∂t
= ...+∇T ×∇s. (13)

In order to study the effect of the baroclinic term, it is useful to
look at the dependence of the mean angle θ between the gradi-
ents of s and T , defined via

sin2θ = 〈(∇T ×∇s)2〉/〈(∇T )2〉〈(∇s)2〉. (14)

An important aspect is then to study first the dependence of the
rms values of the gradients of s and T . We can do this by looking
at a one-dimensional model where, of course, θ = 0.

Next, we need to determine θ from three-dimensional simu-
lations. The hope is then that we can express baroclinic vorticity
production in the form

kω/kf = Stbaro(∇T )rms(∇s)rms sin θ/u
2
rmsk

2
f . (15)

On dimensional grounds we expect the product of (∇T )rms and
(∇s)rms to be of the order of u2

rmsk
2
f , and so a possible ansatz

would be

kω/kf = Steffbaro sin θ, (16)

where we have subsumed the scalings of (∇T )rms and (∇s)rms

in that of an effective baroclinic Strouhal number Steffbaro.

An important issue is the fact that viscous heating leads
to a continuous increases of the temperature. As a result, the
sound speed changes and it becomes then impossible to study
the behavior of the system in a steady state. In order to avoid
this inconvenience, we add a volume cooling term that is non-
vanishing when the local sound speed cs is different from a given
target value, cs0. Thus, in the presence of finite thermal diffusiv-
ity χ, and with a cooling term governed by a cooling time τcool,
our entropy equation takes the form

T
Ds

Dt
= 2νS2 + ρ−1∇ · (cpρχ∇T )− 1

τcool
(c2s − c2s0), (17)

where cs is the adiabatic sound speed. We assume a perfect gas
so that c2s = (γ − 1)cpT , where γ = cp/cv = 5/3 for a
monatomic gas, and cp and cv are the specific heats at constant
pressure and constant volume, respectively. The value of τcool
can have an influence on the results, so we need to consider dif-
ferent values. We express τcool in terms of cs0 and kf , and define
the nondimensional quantity Stcool = τcoolcs0kf .

3. The model
In this paper we solve the continuity equation for the density ρ,

D ln ρ

Dt
= −∇ · u, (18)

together with the momentum equation for the velocity u,

Du

Dt
= −ρ−1∇p− 2Ω× u− Suxŷ +∇φ+ F visc, (19)

where D/Dt = ∂/∂t+ (u + uS) ·∇ is the advection operator
with respect to the sum of turbulent flow u and laminar shear
flow uS , p is the pressure, φ is the forcing potential, and

F visc = ρ−1∇ · (2νρS) (20)

is the viscous force, where S was defined in Equation (2). The
forcing potential is given by

φ(x, t) = φ0 N exp
{
−[x− xf(t)]

2/R2
}
, (21)

where x = (x, y, z) is the position vector, xf(t) is the random
forcing position that changes abruptly after a time interval∆t,R
is the radius of the Gaussian, and N is a non-dimensional factor
proportional to ∆t−1/2. This ensures that the amplitude of the
correlation function of φ is independent of∆t. Thus, we choose
N =

√
R/cs0∆t. Since N is non-dimensional, the prefactor φ0

has the same dimension as φ, which is that of velocity squared.
We consider two forms for the time dependence of xf . First, we
take xf such that the forcing is δ-correlated in time. In that case,
∆t is equal to the length of the time step δt. Alternatively, we
choose a finite forcing time δtforce that defines the interval dur-
ing which xf remains constant, after which the forcing changes
again abruptly. Thus,

∆t = max (δt, δtforce) (22)

is equal to δt in the δ-correlated case or equal to δtforce in the
case of finite correlation time.

The work of Mee & Brandenburg (2006) showed that the
peak of the energy spectrum depends on the radius R of the
Gaussian. Indeed, the Fourier transform of exp(−r2/R2) is also
a Gaussian with exp(−k2/k2f ), where

kf = 2/R. (23)
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In the following we use this as our definition of kf and check a
posteriori that this is close to the position of the peak of the ener-
gy spectrum. In the following, we characterize our simulations
in terms of the ratio kf/k1, and consider values between 2 and
10.

We use the PENCIL CODE,1 which is a non-conservative,
high-order, finite-difference code (sixth order in space and third
order in time) for solving the compressible hydrodynamic and
hydromagnetic equations. We adopt non-dimensional variables
by measuring speed in units of a reference sound speed, cs0, and
length in units of 1/k1, where k1 is the smallest wavenumber in
the periodic domain. This implies that the nondimensional size
of the domain is (2π)3.

In order to study the effects of rotation and shear, we ignore
entropy effects and restrict ourselves to an isothermal equation
of state with constant sound speed cs. This means that ρ−1∇p
reduces to c2s∇ ln ρ = ∇h, which has vanishing curl. Here,
h = c2s ln ρ is the relevant enthalpy in the isothermal case. On
the other hand, in order to study the effects of baroclinicity, we
do need to allow the entropy to vary, so we also need to solve
Equation (17), and study the dependence of kω/kf on the Mach
number,

Ma = urms/cs. (24)

In order to characterize the degree of turbulence, we define the
Reynolds number based on the energy-carrying scale, corre-
sponding to the typical wavenumber where the spectrum peaks,
i.e.

Re = urms/νkf . (25)

For vortical turbulence, this definition is known to be a good
measure of the ratio of the resulting turbulent viscosity divided
by the molecular diffusivity (Yousef et al., 2003). The two num-
bers, Ma and Re, can be varied by changing ν and/or the strength
of the forcing. In all cases we use χ = ν. Another input param-
eter is the forcing Strouhal number

Stforce = τforceurmskf , (26)

which is zero for δ-correlated forcing and equal to about 0.3 in
cases with finite correlation time. These are also the values used
by Mee & Brandenburg (2006).

In the following we also consider kinetic energy and enstro-
phy spectra, EK(k) and Eω(k), respectively. They are normal-
ized such that (Lesieur, 1990)
∫

EK(k) dk = 1
2 〈u2〉,

∫
Eω(k) dk = 1

2 〈ω2〉, (27)

where 1
2 〈u2〉 and 1

2 〈ω2〉 are kinetic energy and enstrophy, re-
spectively. For comparison we also consider spectra of enthalpy,
Eh(k), which are normalized such that

∫
Eh(k) dk = 1

2 〈h2〉.
Throughout this paper we assume periodic boundary condi-

tions, except that in the presence of shear we employ shearing-
periodic boundary conditions where the x direction is periodic
with respect to positions in y that shift with time, i.e.

f(− 1
2Lx, y, z, t) = f( 12Lx, y + LxSt, z, t), (28)

where f represents any one of our four dependent variables
(u, ρ). This boundary condition was first proposed by Goldreich
& Lynden-Bell (1965) and has been routinely used in local sim-
ulations of accretion disk turbulence (Hawley et al., 1995). Note,

1 http://pencil-code.googlecode.com/

Fig. 1. Time-averaged kinetic energy and enthalpy spectra for two val-
ues of the Coriolis number for Re = 25 and Stforce = 0.4. The two
straight lines give the slopes −2 and −3, respectively. In both cases we
have kf/k1 = 4.

Fig. 2. Dependence of kω/kf on Co for three groups of runs: group 1
with Re = 15, kf/k1 = 10, Stforce = 0.3; group 2 with Re between 25
and 130, kf/k1 = 4, Stforce = 0.4; and group 3 with Re = 30 and 150,
kf/k1 = 2, Stforce = 0.

however, that recent work of Regev & Umurhan (2008) and
Bodo et al. (2008) called attention to the possibility of problems
with the shearing sheet approximation when the size of the per-
turbations is large. In somewhat weaker form, this problem also
applies to a non-shearing periodic box. Indeed, we shall kept this
in mind when interpreting some of the results presented below.

4. Results
We begin by studying the effect of rotation. In Figure 1 we
plot time-averaged kinetic energy and enthalpy spectra, EK(k)
and Eh(k), respectively. Note that rotation has a tendency to
move the peak of EK(k) to the left of the nominal value of
kf . However, at the Reynolds number of 25 shown here, there
is no inertial range, but in all cases, the energy spectra show
a clear viscous dissipation range, suggesting that these runs
are sufficiently well resolved. At somewhat larger Reynolds
number or smaller forcing wavenumber, earlier work of Mee
& Brandenburg (2006) began to show a short k−2 subrange.
Such a slope is predicted for shock turbulence (Kadomtsev &
Petviashvili, 1973), and it has also been seen in the irrotational
component of transonic turbulence (Porter et al., 1998).
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Fig. 3. Dependence of kω/kf on Re for Co ≈ 1, kf/k1 = 2, and
Stforce = 0 (δ-correlated forcing).

Fig. 4. Time-averaged enstrophy spectra, Eω(k), compared with
k2EK(k), for Re = 25, Stforce = 0.4, and three values of the Coriolis
number. The curves of k2EK(k) are close together and overlap for
Co = 0.01 (dotted) and 0.15 (dashed), so it becomes a single dash-
dotted line. The k−3 slope is shown for comparison. In all three cases
we have kf/k1 = 4.

In Figure 2 we plot the dependence of kω/kf on Co for
three groups of runs: group 1 with Re = 15, kf/k1 = 10,
Stforce = 0.3; group 2 with Re between 25 and 130, kf/k1 = 4,
Stforce = 0.4; and group 3 with Re = 30 and 150, kf/k1 = 2,
Stforce = 0. In all cases we use 1283 mesh points, average the
results over at least 200 turnover times and, in some cases, even
several thousand turnover times. It turns out that for Stforce 6= 0
a linear relationship between kω/kf and Co is a good approxi-
mation for Co <∼ 10, where kω/kf ≈ 0.03Co, i.e. StΩ = 0.03.
Furthermore, we see from Table 1 that the normalized veloc-
ity derivative terms are all about 0.5, so the root of the sum
of their squares is slightly larger than unity, corresponding to
τ effΩ /τΩ ≈ 1.3. For Co > 10 the value of kω/kf seems to satu-
rate at about unity.

A similar result is also found for Stforce = 0, except that
there remains a spurious contamination of vorticity even for
small values of Co, a limit in which we expect to observe no
vorticity production. By varying the value of Re, while keep-
ing Co ≈ 1 fixed, we see that kω/kf asymptotes to zero for
sufficiently small values of Re; see Figure 3. This suggests that
there can easily be spurious vorticity generation, possibly due
to marginally sufficient resolution. The possibility of spurious

Fig. 5. Dependence of kω/kf on Sh for Re ≈ 40 and kf/k1 = 2 and δ-
correlated forcing (Stforce = 0). Different resolutions are shown to give
similar results. At small values of |Sh|, comparisons with Stforce = 0.3
(keeping kf/k1 = 2) or kf/k1 = 10 (keeping Stforce = 0) are also
shown.

vorticity is indeed verified by Figure 4, where we compare en-
strophy spectra, Eω(k), with k2EK(k). Note that for large val-
ues of Co, the enstrophy spectrum decays like k−3. However, for
smaller values of Co the level of enstrophy at the mesh scale re-
mains approximately unchanged and is thus responsible for the
spurious vorticity found above for small values of Co and not
too small values of Re. Nevertheless for larger values of Co, the
production of vorticity is an obvious effect of rotation in an oth-
erwise potential velocity field, and it is most pronounced at large
length scales, as can also be seen in Figure 4.

Next, we study the dependence of the ratio kω/kf on shear;
see Figure 5. We use a resolution of 643 or 1283 mesh points, av-
erage the results over at least 200 turnover times and, in cases of
lower resolution, over several thousand turnover times. It turns
out that in the presence of shear, some level of helicity pro-
duction can never be avoided – even in the limit of small Sh.
Again, this appears spurious and demonstrates the general sen-
sitivity of vorticity generation on resolution effects. An addi-
tional problem is of course the finite size of the shearing box
(Regev & Umurhan, 2008; Bodo et al., 2008), which may be re-
sponsible for spurious vorticity generation. On the other hand,
there is vorticity generation even for large scale-separation ra-
tios, kf/k1 = 10; see the dash-dotted line in Figure 5. This
suggests the possibility of a more general problem that would

Table 1. Root-mean-squared values of components of the velocity
derivative tensor, normalized by urmskf , as well as the three diagonal
components of the 〈uiuj〉 tensor for 4 values of Co.

Co 0.11 0.35 0.99 2.80
(∇⊥u⊥)rms/urmskf 1.26 1.20 1.21 1.04
urms
x,x /urmskf 0.76 0.74 0.75 0.70

urms
y,y /urmskf 0.79 0.74 0.75 0.70

urms
x,z /urmskf 0.49 0.47 0.48 0.63

urms
y,z /urmskf 0.49 0.47 0.48 0.63

urms
z,y /urmskf 0.49 0.47 0.46 0.58

〈u2
x〉/u2

rms 0.32 0.33 0.35 0.42
〈u2

y〉/u2
rms 0.34 0.34 0.35 0.41

〈u2
z〉/u2

rms 0.35 0.34 0.29 0.18

5



F. Del Sordo and A. Brandenburg: Vorticity production through rotation, shear, and baroclinicity

Fig. 6. Dependence of the rms values of temperature and entropy on φ0

for ν/csR = 1 and Stcool = 0.2 (top panel), 0.6 (middle panel), and 2
(bottom panel).

not go away even in the limit of small eddies and small val-
ues of |Sh|. Nevertheless, there is a clear rise of kω/kf when
|Sh| > 0.1, which is in agreement with our expectations out-
lined in Section 2.2. However, the slope in this relationship is
rather steep, StS ≈ 6. The velocity derivative terms are only
slightly larger than in the case with rotation, corresponding to
τ effS /τS ≈ 1.5; see also Table 2. Tentatively, this suggests that
for comparable values of Co and Sh, τS � τΩ. On the other
hand, given that even for small values of Sh there is spurious
vorticity generation, we cannot be certain that the results are re-
liable for larger ones either. The case with shear must therefore
remain somewhat inconclusive.

Finally, we consider the possibility of vorticity generation by
the baroclinic term. In a preparatory step we study first the de-
pendence of the product (∇T )rms(∇s)rms on bothMa and Re in
a one-dimensional model. In all cases we vary the strength of the
forcing amplitude in the range 1 ≤ φ0/c

2
s0 ≤ 500 for different

Table 2. Similar to Table 1, but for the case with shear.

Sh −0.01 −0.03 −0.06 −0.12 −0.26
(∇⊥u⊥)rms/urmskf 1.35 1.36 1.36 1.37 0.87
urms
x,x /urmskf 0.87 0.87 0.90 0.97 0.75

urms
y,y /urmskf 0.81 0.81 0.76 0.66 0.47

urms
x,z /urmskf 0.51 0.50 0.51 0.53 0.72

urms
y,z /urmskf 0.46 0.47 0.47 0.46 0.74

urms
z,y /urmskf 0.46 0.48 0.46 0.43 0.57

〈u2
x〉/u2

rms 0.37 0.38 0.37 0.36 0.25
〈u2

y〉/u2
rms 0.31 0.31 0.32 0.34 0.56

〈u2
z〉/u2

rms 0.32 0.31 0.31 0.31 0.25

Fig. 7.Dependence of Mach number and the rms value of entropy on φ0

for ν/csR = 1 and Stcool = 0.2, 0.6, and 2 (solid, dotted, and dashed
line types, respectively).

values of viscosity and cooling time. As we increase the value of
φ0, the Reynolds number increases for a given value of the vis-
cosity. For small values of φ0, the Mach number also increases
linearly, where the ratio of Ma/Re increases with increasing vis-
cosity. However, for larger values of φ0 there is saturation and
Ma no longer increase with φ0.

Furthermore, in the range where Ma still increases linearly
with φ0, the rms value of the entropy gradient increases, but it
also saturates when Ma saturates. The rms value of the temper-
ature gradient, however, decreases with increasing values of φ0,
but this seems to be a special property of the one-dimensional
model that is not borne out by the three-dimensional simulations
where it stays approximately constant.

Remarkably, the results are fairly independent of the cooling
time, except that the break point where (∇s)rms saturates occurs
for smaller values of φ0 as we increase the cooling time; see
Figure 6. This break point is also related to the point where the
Mach number saturates, as can be seen from Figure 7. However,
for longer cooling times there can be longer transients, mak-
ing it difficult to obtain good averages. Therefore we focus, in
the rest of this paper, on the case of shorter cooling times using
Stcool = 0.2. Another remarkable result is that the normalized
value of (∇T )rms(∇s)rms is always of the order of about 10−3,
independent of resolution, cooling time, or the value of the vis-
cosity.

Most of the basic features of the one-dimensional model
are also reproduced by two- and three-dimensional calculations.
Two-dimensional simulations have the advantage of being easily
visualized and are therefore best suited for illustrating vorticity
production by the baroclinic term. In Figure 8 we demonstrate
that vorticity production is associated with the interaction be-
tween the fronts of different expansion waves. In this example
we chose δtforcecs0/R = 0.1, so the first expansion wave is
launched at t = 0 and the second one at tcs0/R = 0.1. The
top row of Figure 8 shows that at tcs0/R = 0.09, i.e. just before
launching the second expansion wave, the baroclinic term and
the vorticity are still just at the noise level. At that time the most
pronounced feature is the discontinuity between the Gaussian
expansion waves in the periodic domain. This leads to negligi-
bly weak vorticity, and no baroclinic term. At tcs0/R = 0.11,
the effect of the second expansion wave becomes noticeable in
visualizations of both (∇T × ∇s)z and ωz , while our visual-
izations of T and s barely show the second expansion wave. At
tcs0/R = 0.14, the first expansion wave is clearly no longer cir-
cular, which is obviously associated with the second expansion

6



F. Del Sordo and A. Brandenburg: Vorticity production through rotation, shear, and baroclinicity

Fig. 8. Images of T , s, (∇T × ∇s)z , and normalized vertical vorticity for a two-dimensional run with δtforcecs0/R = 0.1 at an instant shortly
before the second expansion wave is launched (top row), and shortly after the second expansion wave is launched (second and third row). Note the
vorticity production from the baroclinic term in the second and third row, while in the top row, (∇T ×∇s)z and ωz are just at the noise level of
the calculation. Even under our weakly supersonic conditions shock surfaces are well localized and the zones of maximum production of vorticity
appear to be those in which the fronts encounter each other. Here we have used φ0/c

2
s0 = 100, ν = χ = 0.1cs0R, with 5122 mesh points. Only

the inner part of the domain is shown.

wave that is now quite pronounced in our visualizations of both
T and s.

In order to have a more accurate quantitative determina-
tion of vorticity production, we now consider three-dimensional
models. In Figure 9 we show the dependence of various quan-
tities on φ0 for Stcool = 0.2 and ν/csR = 1. In all cases we
use 1283 mesh points and average the results over between 20
and 70 turnover times. Note that here Re ≈ 0.05φ0/c

2
s0. Given

that Re depends inverse proportionally on ν/Rcs0, we can also
write Re ≈ 0.05φ0R/cs0ν. The Mach number saturates at about
Ma = 3, and the rms value of the entropy gradient increases up
until this point. Given that the rms value of the temperature gra-
dient also stays approximately constant, we find a weak increase
of (∇T )rms(∇s)rms. The value of (∇T × ∇s)rms is always
found to be a certain fraction below this value, resulting in a
typical baroclinic angle of about 45 degrees; see the third panel
of Figure 9. Finally, the amount of vorticity production in terms
of kω/kf is about 0.3 for φ0/c

2
s0

>∼ 20. For smaller values, on
the other hand, there is an approximately linear increase with
kω/kf ≈ 0.014φ0/c

2
s0.

The possibility of spurious vorticity is easily eliminated in
this case by looking at enstrophy spectra; see Figure 10, where

we compare Eω(k) with k2EK(k). All spectra fall off rapidly
with increasing k. Thus, even though the initial vorticity genera-
tion occurred evidently at the smallest available scales, once the
flow becomes fully developed, most of the enstrophy resides at
scales equal to or larger than the driving scale. Furthermore, the
spectra of Eω(k) and k2EK(k) are close together, suggesting
that the vorticity is close to its maximal value.

5. Applications
The level of vorticity that is produced in the usual case of
solenoidal forcing of the turbulence is such that kω/kf ≈ 1 (see,
e.g., Brandenburg, 2001). For turbulence whose driving force
has finite correlation time (Stforce = 0.3, for example), and small
values of Re, we have kω/kf = O(1) when Co >∼ 10. However,
for larger values of Re, the turbulence becomes vortical already
for smaller values of Co. Comparing with the galaxy, we have
Ω ≈ 10−15 s−1, urms = 10 km/s, and an estimated correlation
length of about 70 pc, so kf = 3 × 10−20 cm, so Co = 0.07,
which is rather small. Thus, rotation may not be able to pro-
duce sufficient levels of vorticity. Given that in galaxies with flat
rotation curves, S ≈ −Ω, shear should not be very efficient ei-
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Fig. 9.Dependence of Ma, Re, the rms values of∇s and∇T , the angle
θ between them, as well as kω/kf , on φ0/c

2
s for ν/csR = 1.

ther. However, the Mach numbers are undoubtedly larger than
unity in the interstellar medium, so this should lead to values of
kω/kf ≈ 0.3, which is the saturation value found in Figure 9.
Given that one of the reasons for studying the production of vor-
ticity is the question of dynamo action, we should point out that
such values of kω/kf are large enough for the small-scale dy-
namo. Large-scale dynamo action should be possible in galax-
ies as well, because of their large length scales, but it suffers
from the well-known problem of a small growth rate. It then
remains difficult to explain large-scale magnetic fields in very
young galaxies (Beck et al., 1996).

The question of vorticity generation is also important in stud-
ies of the very early Universe, where phase transition bubbles
are believed to be generated in connection with the electroweak
phase transition (Kajantie & Kurki-Suonio, 1986; Ignatius et al.,
1994). Here the equation of state is that of a relativistic fluid,
p = ρc2/3, where c is the speed of light. Thus, there is no baro-
clinic term and no obvious source of vorticity. However, the rel-
ativistic equation of state may be modified at small length scales,

Fig. 10. Time-averaged enstrophy spectra, Eω(k) (thick lines), com-
pared with k2EK(k) (thin lines below the corresponding thick lines),
for the three-dimensional baroclinic case with φ0/c

2
s0 = 10 (dashed),

100 (dotted), and 500 (solid lines). The k−2 slope is shown for compar-
ison. In all three cases we have kf/k1 = 4.

but it is not clear that this can facilitate significant vorticity pro-
duction.

6. Conclusions
The present work has demonstrated that vorticity production is
actually quite ubiquitous once there is rotation, shear, or baro-
clinicity. This implies that the assumption of potential flows as
a model for interstellar turbulence might be of academic inter-
est and could only be realized under special conditions of weak
forcing, weak rotation, and no shear. In galaxies, however, the
shear and Coriolis number are well below unity, leaving only
the baroclinic term as a viable candidate for the production of
vorticity. This agrees with early work of Korpi et al. (1999b),
who analyzed the production terms in supersonic, supernova-
driven turbulence quantitatively; see also Glasner et al. (1997),
who showed that on long enough time scales significant vortic-
ity can also be produced for subsonic flows. We have also ob-
served how vorticity is mainly produced close to shock front en-
counters. This motivates a more detailed investigation of these
zones as the next step in the study of vorticity generation in the
interstellar medium. It should also be pointed out that the baro-
clinic term corresponds to the battery term in the induction equa-
tion Kulsrud et al. (1997); Brandenburg & Subramanian (2005).
Thus, when studying the possibility of dynamo action, this bat-
tery term provides an intrinsic and well defined seed for the dy-
namo and should therefore be included as well.
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We study spontaneous breakdownof chiral symmetry during the nonlinear evolution of theTayler instability.We
start with an initial steady state of zero helicity. Within linearized perturbation calculations, helical perturbations
of this initial state have the same growth rate for either sign of helicity. Direct numerical simulations (DNS) of
the fully nonlinear equations, however, show that an infinitesimal excess of one sign of helicity in the initial
perturbation gives rise to a saturated helical state. We further show that this symmetry breaking can be described
by weakly nonlinear finite-amplitude equations with undetermined coefficients which can be deduced solely from
symmetry consideration. By fitting solutions of the amplitude equations to data from DNS, we further determine
the coefficients of the amplitude equations.
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I. INTRODUCTION

There are many examples in nature where the ground
state does not share the same symmetries of the underlying
equations of motion [1]. The most common examples include
equilibrium phase transition, e.g., the case of a liquid-solid
transition where the space translational symmetry is broken,
or that of a paramagnetic-ferromagnetic transition where the
spin-rotational symmetry is broken; see, e.g., Ref. [2] for a
detailed discussion. However, the original symmetry is not
lost but gives rise to the appearance of a regular structure with
a specific length scale.

In nonequilibrium physics, spontaneous symmetry break-
ing is often observedwhen some control parameter is increased
above a critical value; see, e.g., Ref. [3] for a comprehensive
introduction. Two well-studied examples from fluid dynamics
include the case of Rayleigh-Bénard convection [3] and the
Mullins-Sekerka instability of a moving interface between
two phases [4]. These systems, too, are invariant under
translation and reflection, but the basic instability produces
a symmetry-breaking bifurcation in which the continuous
translational symmetry of the basic state is broken to a discrete
one, although the mirror symmetry is often retained. If the
instability parameter is raised further, secondary instabilities
may break the periodic pattern and eventually a completely
new symmetry-broken state may emerge, as has been seen in
several experiments [5]. At very high values of the control
parameter, turbulence sets in and most of the symmetries are
statistically restored.

In a hydrodynamic system under rotation, spontaneous
breakdown of chiral symmetry has been studied; see, e.g.,
Ref. [7]. Spontaneous chiral symmetry breaking is also found
in liquid crystals [6]. Preliminary evidence showing sponta-
neous chiral symmetry breaking in magnetohydrodynamics
(MHD), in the absence of rotation, has been presented for the
magnetic buoyancy instability [8] and for the Tayler instability
in a Taylor-Couette setup [9]. However, the role of the
dynamics of the bifurcation process is still poorly understood.

The purpose of the present paper is twofold. First we
demonstrate the occurrence of spontaneous chiral symmetry

breaking in the context of a global instability of the toroidal
field, and second we elucidate some aspects of the underlying
nonlinear mechanism which determines the evolution from a
mirror-symmetric state to a state with a preferred handedness
or helicity. In particular, we shall be interested in the case of the
Tayler instability [10,11], which has attracted much interest
in recent times for its possible astrophysical applications
[9,12–18]. We thus discuss the possibility of generating a final
state with finite helicity starting from a nonhelical basic state,
using a very small controlled helical perturbation.

Our setup has the advantage of better clarifying the
complex nonlinear coupling between the different modes,
which eventually leads to the formation of a final helical state.
In fact, the Tayler instability, in its simplest realization, has no
threshold field, at least in ideal MHD [13], where a sufficient
condition for instability simply reads

β ≡ ∂ lnBϕ

∂ ln s
> −1

2
, (1)

s being the cylindrical radius. On the other hand, the spectrum
is characterized by an infinite number of unstable modes all
characterized by pairs of opposite azimuthal wave number
m = ±1, 2, 3,. . ., but with precisely the same growth rate. In
particular, as is well known, m = ±1 are the modes with the
fastest growth rate. Here our aim is to understand the dynamics
of the bifurcation process which leads to the selection of a final
state of finite helicity and to understand the evolution of the
system after the bifurcation takes place. It should also be noted
that in the linear stage, the preferred helicity is determined
essentially by the helicity of the perturbation, but the nonlinear
evolution can be rather complex and it is not clear a prioriwhat
the final selected helical state would be.

The rest of the paper is organized as follows. In Sec. II,
we write down the finite-amplitude equations that govern the
evolution of the instability in the weakly nonlinear phase.
Our approach is based on symmetry arguments; a detailed
analytical derivation of the amplitude equations is avoided
here.We find that the amplitude equations predict a breakdown
of parity for a certain choice of parameters. Direct numerical
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simulations (DNS) of the fully nonlinear equations describing
the evolution of the Tayler instability are performed in
Sec. III. In our DNS studies, we also find breakdown of
parity. We fit data from DNS to solutions of the amplitude
equations to numerically determine the parameters appearing
in the amplitude equations. It turns out that the amplitude
equations we deduce are identical to those used to describe the
breakdown of mirror symmetry in studies of the biochemical
origin of life. This connection is explored in Sec. IV. Finally,
conclusions are drawn in Sec. V

II. AMPLITUDE EQUATIONS

To the best of our knowledge, the amplitude equations
describing the spontaneous breakdown of mirror symmetry
in hydrodynamic instabilities were first described in Ref. [19].
The basic idea is as follows.

Let us consider an instability with two growing modes with
opposite helicity but exactly the same growth rate and let the
amplitude in this basis of the left- and right-handed modes be
given by vectors L̂ and R̂, respectively. In physical space, we
have

L(x) = L̂φ(n), (2)

R(x) = R̂φ(n). (3)

For example, in Cartesian domains, with real-space coordinate
x, φ(n) = exp(in · x). In cylindrical coordinate, φ is a com-
bination of trigonometric and Bessel functions. As the modes
are helical, they satisfy the Beltrami relation,

∇ × R = �R and ∇ × L = −�L. (4)

For the present problem, explicit expressions
involve a linear combinations of the type
Jm(s

√
�2 + n2π2/h2) cos(mφ) cos(znπ/h), where Jm is the

Bessel function of the first kind, n,m = ±1,2,3 . . .,
h is the height of the cylinder, and s the cylindrical
radius [20]. The set of such modes forms a complete set (a
Hilbert basis) for the spatial distribution of the field.

Here we assume that the dynamical evolution of the
unstable mode is determined by an effective Lagrangian. For
the left-handed helical mode, total helicity and energy are
given by

EL = 1
2

∫
L2(x) d3x = 1

2
L̂ · L̂∗

, (5)

HL =
∫

L · ∇ × L d3x = −2�EL, (6)

where an asterisk denotes complex conjugation. Analogous
definitions apply also toER andHR = +2�ER . We then have
E = EL + ER being the total energy and H = HL + HR the
total helicity. In the weakly nonlinear regime, the amplitude
equations can be written as

∂ L̂
∂t

= δL
δ L̂

and
∂ R̂
∂t

= δL
δ R̂

, (7)

where the simplest form of the Lagrangian is given by

L[L̂,R̂] = γ [|L̂|2 + |R̂|2]− μ[|L̂|4 + |R̂|4]. (8)

The form of the Lagrangian is determined by the symmetry
of the problem. The coefficient γ is the linear growth rate and

μ determines the saturation of the instability in the weakly
nonlinear regime. We emphasize that the μ and γ for L̂ and
R̂ could be different if and only if the chiral symmetry is
broken from the outset, but this is not the case here. Now note
that the Lagrangian must also be invariant under the parity
transformation, under which

P(L̂) = R̂ and P(R̂) = L̂. (9)

This additional symmetry allows one additional term in the
Lagrangian given by

−μ∗(|L̂|2|R̂|2). (10)

With this additional term in the Lagrangian, the evolution
equations for the two eigenmodes are given by

∂ L̂
∂t

= γ L̂ − (μ|L̂|2 + μ∗|R̂|2)L̂, (11a)

∂ R̂
∂t

= γ R̂ − (μ|R̂|2 + μ∗|L̂|2)R̂. (11b)

These equations, for certain parameters, allow and can describe
the growth of one handedness while the other is extinguished
[19]. Similar equations, which describe the time dependence of
the amplitudes of the leading modes, but without considering
their spatial dependence, are often used to extend linear
perturbation theory of hydrodynamic instabilities into the
weakly nonlinear regime. In this form, they are often called
the Landau equations [21].

The energy of the left- and right-handed modes is deter-
mined by

dEL

dt
= 2γEL − 4μE2

L − 4μ∗ELER, (12a)

dER

dt
= 2γER − 4μE2

R − 4μ∗ELER. (12b)

These equations show that bothEL andER grow exponentially
at the rate 2γ until nonlinear effects become important and
either EL or ER saturates at E0 ≡ γ /2μ and the energy of the
mode of opposite handedness vanishes. In principle, the achiral
solutionwithEL = ER ≡ Ea = γ /2(μ + μ∗) is also possible,
but, as we will see below, such a solution is unstable for μ <

μ∗, which is what we find in Sec. III. The reason for this
instability is the presence of the term proportional toμ∗, which
represents a phenomenon known as “mutual antagonism” in
studies of the origin of homochirality of biomolecules [22–24].
We will return to this issue in Sec. IV, where we discuss the
analogy with chiral symmetry breaking in biomolecules in
more detail.

Using Eqs. (6) and (11) and defining H = H/2�, we have
ER = (E + H )/2 and EL = (E − H )/2. We can thus obtain
the following evolution equations:

dE

dt
= 2γE − 2(μ + μ∗)E2 − 2(μ − μ∗)H 2, (13a)

dH

dt
= 2γH − 4μEH. (13b)

The dynamical system described by (13) and depicted in
Fig. 1 has four fixed points in the (E,H ) plane: S1 =
(0,0), S2,3 = (E0, ± E0), and S4 = (2Ea,0) with eigenvalues
λ1 = (2γ,2γ ), λ2 = λ3 = (− 2γ,2(μ − μ∗)/γ ), and λ4 =
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FIG. 1. The phase portrait forμ < μ∗. This is the typical situation
in which S2 and S3 are attractive and S4 is a saddle point.

(− 2γ,2γ − 4γμ/(μ + μ∗)). The origin is always repulsive
while S2 and S3 are sinks or saddle points depending on the
values of parametersμ andμ∗. S4, corresponding to the achiral
solution, can be an attractive point only if μ∗ < μ, otherwise
it is a saddle point.

A discussion of the amplitude equations is now in order.
First, we have assumed that there are exactly two modes of
opposite helicity that becomes critical at the onset of the
instability. This assumption is based on linear perturbation
analysis. As all the other modes in this case are stable, in
the spirit of center manifold reduction, we have ignored their
contributions to total energy and helicity. If several modes
are simultaneously unstable at the onset, then we may expect
a higher degree of complexity. Secondly, as our approach is
based on symmetry, the form of the amplitude equations that
we obtain is very general. This is also a weakness of our
approach, as we cannot determine the expression for either
μ or μ∗. In principle, the method of multiscale expansion
or center manifold reduction can be applied to this problem
to derive an analytical expression of μ and μ∗, but this is a
difficult proposition in the present case as a solution of the
linear problem itself is not known in an analytically closed
form.

We can then compute the quantities γ , μ, and μ∗ with the
help of DNS by comparing the time evolution obtained for
the left-hand side of (13) in the weakly nonlinear phase where
our description is valid. We can anticipate that in most of our
simulations, μ < μ∗ and therefore the system should relax
to a state of finite helicity in a finite time, although we start
from an infinitesimally small helicity. This is precisely what
we observe in our DNS.

III. DIRECT NUMERICAL SIMULATIONS

To analyze the evolution of the Tayler instability, we choose
our numerical domain to be a cylindrical shell with an inner

radius sin = 1, outer radius sout = 3, and height h = 2. We
perform simulations of the time-dependent resistive magne-
tohydrodynamic equations for a compressible isothermal gas:
the pressure is thus given by p = ρc2s , where ρ is the density
and cs is the isothermal sound speed.

We use the PENCIL CODE1 to solve the equations for the
magnetic vector potential A, (B = ∇ × A) the velocity U ,
and the logarithmic density ln ρ in the form

∂A
∂t

= U × B + η∇2A, (14)

DU
Dt

= −c2s∇ ln ρ + J × B/ρ + Fvisc, (15)

D ln ρ

Dt
= −∇ · U, (16)

where

Fvisc = ρ−1∇ · 2νρS

is the viscous force, S is the traceless rate of strain tensor
having components Sij = 1

2 (Ui,j + Uj,i)− 1
3δij∇ · U ,

J = ∇ × B/μ0

is the current density, ν is the kinematic viscosity, and η is the
magnetic diffusivity.

We choose periodic boundary conditions in the vertical (z)
and azimuthal (ϕ) directions, while at radial (s) boundaries
we select a perfectly conducting boundary condition for the
magnetic field and stress-free boundary conditions for velocity.
The resolution of the simulations presented here is 1283 mesh
points in all three directions, but comparison with different
resolution demonstrated that our results are converged.

We choose a basic state with zero velocity and zero
axial component of the magnetic field (Bz). The azimuthal
component of the magnetic field is

Bϕ = B0 (s/s0) exp[−(s − s0)2/σ 2], (17)

where B0 is a normalization constant, s0 = 2, and σ = 0.2.
We choose B0 and cs in such a way that the sound speed
is much larger than the Alfvén speed. In this way, we avoid
magnetic perturbation to be dominant over hydrodynamical
perturbations.

In the basic state, the Lorentz force due to themagnetic field
is balanced by the gradient of pressure. Hence the pressure of
the fluid is given by

p = p0 − B2
0

4s20

[
(2 s2 − σ 2)e−2 (s−s0 )

2

σ2

+ s0σ
√

π
√
2 erf

(√
2(s − s0)

σ

)]
, (18)

where p0 is a constant that must be large enough to ensure
that the pressure is positive. If no perturbation is added, the
system remains stationary. Therefore, we add at the beginning
of the simulation a perturbation of the magnetic field with
an infinitesimally small net helicity given by the following

1http://pencil-code.googlecode.com/
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expression:

A = δs cos
(
z
nzπ

h

) ⎛
⎝ sinmϕ

0
cosmϕ

⎞
⎠, (19)

where δ is an arbitrary small amplitude which we set to 10−7
for all the simulations and kz = q/sin = nzπ/h is the vertical
wave number of the perturbation.

As discussed in [13], kink instabilities are a special case of
the so-called quasi-interchange instabilities, where combined
azimuthal and vertical fields are present in the basic state.
In the incompressible limit, the unstable eigenmodes can be
described by a (t,z,ϕ) dependence of the type ∝ exp(γ t −
ikzz − imϕ) where the growth rate γ is determined from a
numerical solution of the nonlinear eigenvalue problem for
the radial disturbance v1s ,

d

ds

[
1
λ

(
γ 2 + ω2

A

) (
dv1s

ds
+ v1s

s

)]
− k2z

(
γ 2 + ω2

A

)
v1s

+ 2ωB

[
m(1+ λ)

s2λ2

(
1− βλ

1+ λ

)
(ωAz + 2mωB)

+ mωAz

s2λ2
−k2zωB(1−β)

]
v1s+

4k2zω2
Aω2

B

λ
(
γ 2+ω2

A

)v1s =0. (20)

Here ωA = (B · k)/√ρ with k = (0,m/s,kz), so ωAz =
kzBz/

√
ρ. Furthermore, we have defined ωB = Bϕ/s

√
ρ and

λ = 1+ m2/s2k2z .
Equation (20) describes the stability problem as a nonlinear

eigenvalue problem. This equation was first derived by
Freidberg [25] in his study of MHD stability of a diffuse screw
pinch (see also [13]). The author found that, for a given value
of kz, it is possible to obtain multiple values of the eigenvalue
γ , each one corresponding to a different eigenfunction, and
he calculated γ for the fastest growing fundamental mode.
The most general form of Eq. (20), taking into account
compressibility of plasma, was derived by Goedbloed [26].
Since we study the stability assuming that the magnetic energy
is smaller than the thermal energy, the incompressible form of
Eq. (20) can be a sufficiently accurate approximation, as we
have verified. In the case at hand, (B · k)/√ρ = mωB = ωA

because we are interested in pure kink (Tayler) instabilities,
with Bz ≡ 0 in the basic state. Note that as ωAz = 0 in our
case, Eq. (20) is invariant for m → −m.

In this latter case, once (20) is solved and v1s is obtained,
the expressions for the other perturbed quantities denoted by
the subscript “1” read

B1s = − i

γ s
Bϕ v1s , (21a)

B1ϕ = − i

γ s
Bϕ v1ϕ − Bϕ

γ s
(β − 1)v1s , (21b)

B1z = − i

γ s
Bϕ v1z, (21c)

v1ϕ = −im

(kzs)2λ
∂

∂s
(s v1s)− 2imω2

B v1s

λ
(
γ 2 + m2ω2

B

) , (21d)

v1z = − i

kzs

∂

∂s
(s v1s)− m

kzs
v1ϕ. (21e)

FIG. 2. The dispersion relation for the dimensionless growth rate
� for the m = ±1 mode (solid line) and for the m = ±2 mode
(dashed). Higher values of |m| have even smaller growth rates.
This curve is obtained for a linear model with physical parameters
corresponding to the nonlinear model Held, for which we indicate,
with a rhombus, the growth rate for its faster growing mode.

Unfortunately even for the case of pure kink instabilities,
(20) cannot be solved analytically and one has to determine
the dispersion relation numerically. Therefore, to test our
numerical setup we have solved numerically Eq. (20) for the
basic state (17) for various values of B0 and σ in the limit of
small vA/cs ratio to check that in the linear phase the growth
rate extracted from the DNS is in agreement with the linear
theory. In particular, as the inner radius of the cylinder is
not at s = 0, we have set v1s = 0 at both inner and outer
boundaries. Note here that the growth rate and eigenfunctions
of this instability are known for the ideal MHD limit. Hence to
compare with those results, we choose viscosity and magnetic
diffusivity such that the dissipative time scales are much
larger than the characteristic growth time (inverse of γ ) of
the instability.

The results are shown in Fig. 2 for the dimensionless growth
rate� = γ tA, where tA = sout

√
ρ/B0 is the Alfvén travel time,

as a function of the dimensionless vertical wave number q =
kzsin for model Held in Table I, withB0 = 0.5, and nz = 10. In
particular, to compare the growth rate obtained from our DNS,
we have determined the characteristic vertical wave number
of the unstable mode in the linear phase by means of the
Fourier analysis of the magnetic fields. We also found that in
all the simulations, the azimuthal wave number of the fastest
growing mode turned out to be always m = ±1 as higher
values of |m| have a smaller growth rate (as shown in Fig. 2).
We found that the corresponding growth rate determined from
the linear phase of our direct numerical simulation is about 7–
5% smaller than the linear value.We think this is acceptable in
view of unavoidable numerical diffusion in three-dimensional
numerical simulations.

We see that the eigenfunction is rather localized for q � 1,
as is visible in the example shown in Fig. 3. We can exploit
this property to obtain approximate explicit expressions for
the growth rate at large values of q. In fact, we can consider
the magnetic field approximately constant around s = s0 and
apply the small-gap approximation (see [13] for details) so
that v1s ∝ sin[π (s − s0)/σ ] and the dimensionless growth rate
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TABLE I. For every model, s goes from 1 to 3, z from −1 to 1, and the perturbation has an amplitude δ = 10−7, σ = 0.2.

Model B2
0/p0 vA/cs cs m nz γ tA μ

s2out
tA

μ∗
s2out
tA

μ∗/μ

Hel 10−1 0.3 10 −1 1 2.71 7.5 18 2.4
Helm1 10−1 0.3 10 +1 1 2.71 7.5 18 2.4
Helc 10−1 0.3 20 −1 1 6.2 7 18.5 2.6
Helmb 2.5× 10−2 0.15 10 −1 1 2.2 1 2.3 2.3
Held 2.5× 10−2 0.15 10 −1 10 2.2 3 7.3 2.4
Heln10 10−1 0.3 10 −1 10 2.75 4.5 10 2.2

reads

�2 = −2c�2m2[(β − 1)m2 + (β − 3)q2]
(m2 + q2)[�2(m2 + q2)+ π2]

+ 2(β − 1)�2q2 − c2m2[�2(m2 − 3q2)+ π2]
�2(m2 + q2)+ π2 , (22)

where c = Bφ/B0 ≈ const and� = 2σ/s0. In the limit q � 1,
despite the uncertain approximation that we have performed,
expression (23) differs by only 20% from the numerical
solution.

It is interesting to notice that, by using (21) in the limit
q � 1, we obtain the explicit expressions

〈v1 · ∇ × v1〉 ≈ −4mω2
B

(
γ 2 − m2ω2

B

)〈
v21s

〉
s20kz

(
γ 2 + m2ω2

B

)2 , (23)

〈B1 · ∇ × B1〉 ≈ 4mB2
φω2

B

〈
v21s

〉
s40kz

(
γ 2 + m2ω2

B

)2 , (24)

where the symbol 〈·〉 denotes volume averaging. It is therefore
clear that, at the nonlinear level, eigenfunctions with nonzero
m will produce both kinetic and magnetic helicity whose sign
will depend on the sign of m. The relevant point is that modes
with opposite m have an identical growth rate but opposite

FIG. 3. Eigenfunction v1s for the m = 1 mode for q = 16. The
result of the simulation, model Held in Table I (solid line), is
overplotted on the eigenfunction obtained solving (20) (dashed line);
see [13] for more details. This is observed at t/tA = 9, that is, during
the linear growth of the instability.

kinetic andmagnetic helicity, and the fate of the final helicity is
decided by the competition of modes with opposite azimuthal
wave number.

Moreover, according to the oscillation theorem [27], as the
m = ±1 are unstable, all the other modes withm = ±a, where
a > 1 is a positive integer, are also unstable, but with a smaller
growth rate. As a consequence, although in the linear phase
the m = ±1 modes dominate the linear growth, already in
the weakly nonlinear phase the contribution of modes with
m �= ±1 can also be important for the selection of the final
helical state.

The eigenfunctions appear clearly in our simulation and
they fit quite well the eigenfunctions calculated by the linear
model, as shown in Fig. 3. In our simulations, during the
growing phase of the instability we observe a net increase of
the helicity, as shown in Fig. 4, where we plot the time series
of the normalized kinetic, current, and magnetic helicity. It is
interesting to notice that while kinetic helicity decays on the
viscous time scale, the current and magnetic helicities reach a
nonzero value at very large times.

In actual simulations, we choose ν = 10−2 (in code units)
so that the viscous time scale is tν = s2/ν � γ −1 and the
actual value of ν does not play a significant role in the
weakly nonlinear phase, as we verified in our simulations.
Moreover, we decided to use a very small value for the
magnetic diffusivity, η = 10−9 (in code units). This is done
to prevent the decay of the magnetic field by diffusion. In
general, such small values of magnetic diffusivity would imply
extremely large values of the magnetic Reynolds number
which would be impossible to resolve with the resolutions we
use. Nevertheless, we choose such values to have a toroidal
field stable on time scales much longer than those of the
instability. However, in our simulations no sharp gradients
of the magnetic field develop, which is the reason why such
small values of magnetic diffusivity are permissible.

We can now determine the coefficients γ , μ, and μ∗ using
the time evolution of H (t) and E(t) obtained with our DNS
in solving the model (13). This can be done via a direct
two-parameter χ2 minimization because the exponent γ can
easily be determined from the linear evolution and one is
left with only the determination of μ and μ∗. An example
of this approach is depicted in Fig. 5, where the agreement
with our numerical simulations is explicitly shown. Note that
around t/tA ≈ 6.5 we enter the deep nonlinear phase and our
treatment does not apply anymore.We estimate this cutoff time
for our simulations to be in the middle of the decay transition
for d lnH/dt and d lnE/dt depicted in Fig. 5, and we have
checked that the values ofμ andμ∗ are not strongly dependent
on our cutoff time.
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FIG. 4. (Color online) Kinetic, current, and magnetic helicities
for two different runs (models Hel and Helm1 in Table I) with helical
perturbation and m = ±1. t is in units of the Alfvén travel time
tA. The viscous time is tν ≈ 102 ∗ tA and the magnetic diffusion is
tη ≈ 109 ∗ tA. The difference in the evolutions of the kinetic, current,
and magnetic helicities can be clearly seen in the first, second, and
third panel. These plots show how these quantities grow with the
same rate, but different sign, depending on the sign of the initial
perturbation, that is, the sign of m. Note that for each model, the
magnetic helicity has an opposite sign to that of the kinetic and
current helicities.

Our results are summarized in Table I. We see that the
coefficientsμ andμ∗ are unchanged formodels that differ only
in the sign ofm in the perturbation. This is what we expect and
one of the symmetries we have used to write the Lagrangian
(8). Model Helc shows that the growth rate depends on the
value of cs , but this does not change the values of μ and μ∗.
Model Helb and model Held have a smaller growth rate due
to a smaller vA/cs . Helb has μ and μ∗ smaller than Held
due to the fact that in the latter model, modes with higher kz

have been excited by the initial perturbation. Note that in our
setup, the ratio vA/cs depends on B0 but not on cs . This is due
to the fact that the model is isothermal and the initial radial
balance is obtained through a pressure gradient that balances
the Lorentz force. An increase of nz of the perturbation, as in
model Heln10, leads to a similar growth rate, but smaller μ

and μ∗. This can be explained saying that, while in the linear
phase this model evolves similarly to any nz = 1 model, in the
weakly nonlinear phase the evolution is different because of
a faster growth of modes with higher kz. In our models, we
measure 2.2 � μ∗/μ � 2.6.

IV. HOMOCHIRALITY IN BIOMOLECULES

It is instructive to consider Eqs. (12) as evolution equations
for the concentration of twomolecules of opposite handedness,
L and R. Let us assume that L and R can be synthesized from

FIG. 5. Time evolution for the logarithmic derivative of kinetic
energy (solid line) E and kinetic helicity H (dashed) as measured in
DNS formodelsHel andHelm1 (seeTable I). t is in units of theAlfvén
travel time tA. We overplot a fit of the model with Eqs. (13). The best
fit is obtained for γ = 2.71/tA, μ = 7.5tA/s2out, and μ∗ = 18tA/s2out
and the solutions are overplotted on the DNS results.

a substrate S through autocatalytic reactions of the form

S
L−→ L, S

R−→ R. (25)

Autocatalytic reactions of this type have been confirmed in
laboratory experiments [28]. Let us assume furthermore that L
andR are capable of polymerizing to form homochiral dimers,

L + L
μ−→ LL, R + R

μ−→ RR, (26)

as well as heterochiral dimers,

L + R
μ∗−→ LR. (27)

Then the evolution equations for the various concentrations
are

d[S]
dt

= −kC[S]([L]+ [R]), (28a)

d[L]
dt

= kC[S][L]− 2kS[L]2 − 2kI [L][R], (28b)

d[R]
dt

= kC[S][R]− 2kS[R]2 − 2kI [L][R], (28c)

d[LL]
dt

= kS[L]2, (28d)

d[RR]
dt

= kS[R]2, (28e)

d[LR]
dt

= kI [L][R], (28f)
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which obeys the conservation law [24]

[S]+ [L]+ [R]+ 2[LL]+ 2[RR]+ 2[LR] = const. (29)

These equations represent a subset of a more general poly-
merization model [23]. Comparing with Sec. II, we see that
Eqs. (28b) and (28c) are identical with Eqs. (12a) and (12b)
when substituting [L] = EL and [R] = ER , and identifying

kC = 2γ, kS = 2μ, kI = 2μ∗. (30)

Hence we demonstrate quantitatively that the spontaneous
production of helicity from the fully nonlinear system of
hydromagnetic equations can be described by the simplemodel
equations (12), which in turn represent a simple set of chemical
reactions (25)–(27).

The analogy with homochirality in biochemistry is useful
because it helps to identify the phenomenon of mutual
antagonism as the main cause of chiral symmetry breaking.
This effect corresponds to a contribution to the nonlinear
terms that result from the interaction between modes of
opposite handedness. These are the terms proportional to μ∗
and kI in Eqs. (12) and (28), respectively. In the synthesis
of polynucleotides, this is known as enantiomeric cross-
inhibition and has been identified in laboratory experiments
[29]. The synthesis of heterochiral dimers is essential in that
it corresponds to the production of waste needed to eliminate
building blocks of that handedness that is later to disappear
completely.

V. CONCLUSIONS

We have shown how net helicity is produced by the addition
of a small helical perturbation to a nonhelical system, thus

driving the system to a final state characterized by a finite value
of the helicities and, therefore, breaking the initial symmetry.
We have shown further that this spontaneous symmetry
breaking can be described by weakly nonlinear amplitude
equations (13). Furthermore, we have numerically determined
the coefficients appearing in the weakly nonlinear amplitude
equations (13) for the Tayler instability. Direct numerical sim-
ulations show that the ratio between the coefficients describing
the weakly nonlinear phase is almost constant. The agreement
between the analytical model and the numerical solutions is
rather good in the beginning of the weakly nonlinear phase,
as shown in Fig. 5. This demonstrates quantitatively the
close analogy between helicity production in hydromagnetic
flows and the development of homochirality in biochemistry,
which is described by the same system of equations as those
resulting from the amplitude equations of theweakly nonlinear
model of the Tayler instability. It will be useful to extend our
analysis by means of a Landau-Ginzburg description of the
amplitude equation by including a nonhomogeneous term in
our Lagrangian to discuss the possible pattern formation in
this type of spontaneous chiral symmetry breaking. We hope
to address this issue in a future communication.
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The resistive decay of chains of three interlocked magnetic flux rings is considered. Depending on the
relative orientation of the magnetic field in the three rings, the late-time decay can be either fast or slow. Thus,
the qualitative degree of tangledness is less important than the actual value of the linking number or, equiva-
lently, the net magnetic helicity. Our results do not suggest that invariants of higher order than that of the
magnetic helicity need to be considered to characterize the decay of the field.
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I. INTRODUCTION

Magnetic helicity plays an important role in plasma phys-
ics �1–3�, solar physics �4–6�, cosmology �7–9�, and dynamo
theory �10,11�. This is connected with the fact that magnetic
helicity is a conserved quantity in ideal magnetohydrody-
namics �12�. The conservation law of magnetic helicity is
ultimately responsible for inverse cascade behavior that can
be relevant for spreading primordial magnetic field over
large length scales. It is also likely the reason why the mag-
netic fields of many astrophysical bodies have length scales
that are larger than those of the turbulent motions responsible
for driving these fields. In the presence of finite magnetic
diffusivity, the magnetic helicity can only change on a resis-
tive time scale. Of course, astrophysical bodies are open, so
magnetic helicity can change by magnetic helicity fluxes out
of or into the domain of interest. However, such cases will
not be considered in the present paper.

In a closed or periodic domain without external energy
supply, the decay of a magnetic field depends critically on
the value of the magnetic helicity. This is best seen by con-
sidering spectra of magnetic energy and magnetic helicity.
The magnetic energy spectrum M�k� is normalized such that

� M�k�dk = �B2�/2�0, �1�

where B is the magnetic field, �0 is the magnetic permeabil-
ity, and k is the wave number �ranging from 0 to ��. The
magnetic helicity spectrum H�k� is normalized such that

� H�k�dk = �A ·B� , �2�

where A is the magnetic vector potential with B=��A. In a
closed or periodic domain, H�k� is gauge invariant, i.e., it
does not change after adding a gradient term to A. For finite
magnetic helicity, the magnetic energy spectrum is bound
from below �12� such that

M�k� � k�H�k��/2�0. �3�

This relation is also known as the realizability condition
�13�. Thus, the decay of a magnetic field is subject to a
corresponding decay of its associated magnetic helicity.
Given that in a closed or periodic domain the magnetic he-

licity changes only on resistive time scales �14�, the decay of
magnetic energy is slowed down correspondingly. More de-
tailed statements can be made about the decay of turbulent
magnetic fields, where the energy decays in a power-law
fashion proportional to t−�. In the absence of magnetic helic-
ity, �A ·B�=0, we have a relatively rapid decay with
�	1.3 �15�, while with �A ·B��0, the decay is slower with
� between 1/2 �9� and 2/3 �16�.

The fact that the decay is slowed down in the helical case
is easily explained in terms of the topological interpretation
of magnetic helicity. It is well known that the magnetic he-
licity can be expressed in terms of the linking number n of
discrete magnetic flux ropes via �13�

� A ·BdV = 2n�1�2, �4�

where

�i = �
Si

B ·dS �for i = 1 and 2� �5�

are the magnetic fluxes of the two ropes with cross-sectional
areas S1 and S2. The slowing down of the decay is then
plausibly explained by the fact that a decay of magnetic en-
ergy is connected with a decay of magnetic helicity via the
realizability condition �3�. Thus, a decay of magnetic helicity
can be achieved either by a decay of the magnetic flux or by
magnetic reconnection. Magnetic flux can decay through an-
nihilation with oppositely oriented flux. Reconnection on the
other hand reflects a change in the topological connectivity,
as demonstrated in detail in Ref. �17�, p. 28.

The situation becomes more interesting when we consider
a flux configuration that is interlocked, but with zero linking
number. This can be realized quite easily by considering a
configuration of two interlocked flux rings where a third flux
ring is connected with one of the other two rings such that
the total linking number becomes either 0 or 2, depending on
the relative orientation of the additional ring, as is illustrated
in Fig. 1. Topologically, the configuration with linking num-
bers of 0 and 2 are the same except that the orientation of the
field lines in the upper ring is reversed. Nevertheless, the
simple topological interpretation becomes problematic in the
case of zero linking number, because then also the magnetic
helicity is zero, so the bound of M from below disappears,
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and M can now in principle freely decay to zero. One might
expect that the topology should then still be preserved and
that the linking number as defined above, which is a qua-
dratic invariant, should be replaced with a higher-order in-
variant �18–20�. It is also possible that in a topologically
interlocked configuration with zero linking number the mag-
netic helicity spectrum H�k� is still finite and that bound �3�
may still be meaningful. In order to address these questions
we perform numerical simulations of the resistive magneto-
hydrodynamic equations using simple interlocked flux con-
figurations as initial conditions. We also perform a control
run with a noninterlocked configuration and zero helicity in
order to compare the magnetic energy decay with the inter-
locked case.

Magnetic helicity evolution is independent of the equation
of state and applies hence to both compressible and incom-
pressible cases. In agreement with earlier work �21� we as-
sume an isothermal gas, where pressure is proportional to
density and the sound speed is constant. However, in all
cases the bulk motions stay subsonic, so for all practical
purposes our calculations can be considered nearly incom-
pressible, which would be an alternative assumption that is
commonly made �22�.

II. MODEL

We perform simulations of the resistive magnetohydrody-
namic equations for a compressible isothermal gas where the
pressure is given by p=�cs

2, with � being the density and cs
being the isothermal sound speed. We solve the equations for
A, the velocity U, and the logarithmic density ln � in the
form

�A

�t
= U � B + ��2A , �6�

DU
Dt

= − cs
2 � ln � + J � B/� + Fvisc, �7�

D ln �

Dt
= − � ·U , �8�

where Fvisc=�−1� ·2	�S is the viscous force; S is the trace-
less rate of strain tensor, with components Sij=

1
2 �Ui,j+Uj,i�

− 1
3
ij � ·U; J=��B /�0 is the current density; 	 is the ki-

nematic viscosity; and � is the magnetic diffusivity.
The initial magnetic field is given by a suitable arrange-

ment of magnetic flux ropes, as already illustrated in Fig. 1.
These ropes have a smooth Gaussian cross-sectional profile
that can easily be implemented in terms of the magnetic
vector potential. We use the PENCIL code �23�, where this
initial condition for A is already prepared, except that now
we adopt a configuration consisting of three interlocked flux
rings �Fig. 1� where the linking number can be chosen to be
either 0 or 2, depending only on the field orientation in the
last �or the first� of the three rings. Here, the two outer rings
have radii Ro, while the inner ring is slightly bigger and has
the radius Ri=1.2Ro, but with the same flux. We use Ro as
our unit of length. The sound travel time is given by Ts
=Ro /cs.

In the initial state we have U=0 and �=�0=1. Our initial
flux, �=
B ·dS, is the same for all tubes with
�=0.1csRo

2��0�0. This is small enough for compressibility
effects to be unimportant, so the subsequent time evolution is
not strongly affected by this choice. For this reason, the
Alfvén time, TA=��0�0Ro

3 /�, will be used as our time unit.
In all our cases we have TA=10Ts and denote the dimension-
less time as �= t /TA. In all cases we assume that the mag-
netic Prandtl number 	 /� is unity, and we choose 	=�
=10−4Rocs=10−3Ro

2 /TA. We use 2563 mesh points.
We have chosen a fully compressible code, because it is

readily available to us. Alternatively, as discussed at the end
of Sec. I, one could have chosen an incompressible code by
ignoring the continuity equation and computing the pressure
such that � ·U=0 at all times. Such an operation breaks the
locality of the physics and is computationally more intensive,
because it requires global communication.

III. RESULTS

Let us first discuss the visual appearance of the three in-
terlocked flux rings at different times. In Fig. 2 we compare
the three rings for the zero and finite magnetic helicity cases
at the initial time and at �=0.5. Note that each ring shrinks as
a result of the tension force. This effect is strongest in the
core of each ring, causing the rings to show a characteristic
indentation that was also seen in earlier inviscid and nonre-
sistive simulations of two interlocked flux rings �21�.

At early times, visualizations of the field show little dif-
ference, but at time �=0.5 some differences emerge in that
the configuration with zero linking number develops an outer
ring encompassing the two rings that are connected via the
inner ring; see Fig. 2. This outer ring is absent in the con-
figuration with finite linking number.

The change in topology becomes somewhat clearer if we
plot the magnetic-field lines �see Fig. 3�. For the n=2 con-
figuration, at time �=4 one can still see a structure of three
interlocked rings, while for the n=0 case no clear structure

(b)(a) (c)

FIG. 1. Visualization of the triple ring configuration at the initial
time. Arrows indicate the direction of the field lines in the rings,
corresponding to a configuration with n=0 �left� and n=2 �center�.
On the right the noninterlocked configuration with n=0 is shown.
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can be recognized. Note that the magnitude of the magnetic
field has diminished more strongly for n=0 than for n=2.
This is in accordance with our initial expectations.

The differences between the two configurations become
harder to interpret at later times. Therefore, we compare in

Fig. 4 cross sections of the magnetic field for the two cases.
The xy cross sections show clearly the development of the
new outer ring in the zero linking number configuration.
From this figure it is also evident that the zero linking num-
ber case suffers more rapid decay because of the now anti-
aligned magnetic fields �in the upper panel Bx is of opposite
sign about the plane y=0 while it is negative in the lower
panel�.

The evolution of magnetic energy is shown in Fig. 5 for
the cases with zero and finite linking numbers. Even at the
time �	0.6, when the rings have just come into mutual con-
tact, there is no clear difference in the decay for the two
cases. Indeed, until the time �	2 the magnetic energy
evolves still similarly in the two cases, but then there is a
pronounced difference where the energy in the zero linking
number case shows a rapid decline �approximately like t−3/2�,
while in the case with finite linking number it declines much
more slowly �approximately like t−1/3�. However, power-law
behavior is only expected under turbulent conditions and not
for the relatively structured field configurations considered
here. The energy decay in the zero linking number case is
roughly the same as in a case of three flux rings that are not
interlocked. The result of a corresponding control run is
shown as a dotted line in Fig. 5. At intermediate times, 0.5
���5, the magnetic energy of the control run has dimin-
ished somewhat faster than in the interlocked case with n
=0. It is possible that this is connected with the interlocked
nature of the flux rings in one of the cases. Alternatively, this
might reflect the presence of rather different dynamics in the
noninterlocked case, which seems to be strongly controlled
by oscillations on the Alfvén time scale. Nevertheless, at
later times the decay laws are roughly the same for noninter-
locked and interlocked nonhelical cases.

The time when the rings come into mutual contact is
marked by a maximum in the kinetic energy at �	0.6. This
can be seen from Fig. 6, where we compare kinetic and mag-
netic energies separately for the cases with finite and zero
linking numbers. Note also that in the zero linking number
case magnetic and kinetic energies are nearly equal and de-
cay in the same fashion.

Next we consider the evolution of magnetic helicity in
Fig. 7. Until the time �	0.6 the value of the magnetic he-
licity has hardly changed at all. After that time there is a
gradual decline, but it is slower than the decline of magnetic
energy. Indeed, the ratio �A ·B� / �B2�, which corresponds to a
length scale, shows a gradual increase from 0.1Ro to nearly
0.6Ro at the end of the simulation. This reflects the fact that
the field has become smoother and more space filling with
time.

Given that the magnetic helicity decays only rather
slowly, one must expect that the fluxes �i of the three rings
also only change very little. Except for simple configurations
where flux tubes are embedded in field-free regions, it is in
general difficult to measure the actual fluxes, as defined in
Eq. �5�. On the other hand, especially in observational solar
physics, one often uses the so-called unsigned flux �24,25�,
which is defined as

(b)(a) (c)

FIG. 2. �Color online� Visualization of the triple ring configura-
tion at �=0 �left�, as well as at �=0.5 with zero linking number
�center� and finite linking number �right�. The three images are in
the same scale. The change in the direction of the field in the upper
ring gives rise to a corresponding change in the value of the mag-
netic helicity. In the center we can see the emergence of a new flux
ring encompassing the two outer rings. Such a ring is not seen on
the right.

(a)

(b)

FIG. 3. �Color online� Magnetic flux tubes at time �=4 for the
case of zero linking number �upper picture� and finite linking num-
ber �lower picture�. The colors represent the magnitude of the mag-
netic field, where the scale goes from red �lowest� over green to
blue �highest�.

MAGNETIC-FIELD DECAY OF THREE INTERLOCKED… PHYSICAL REVIEW E 81, 036401 �2010�

036401-3



P2D = �
S

�B�dS . �9�

For a ring of flux � that intersects the surface in the middle
at right angles the net flux cancels to zero, but the
unsigned flux gets contributions from both intersections, so
P2D=2���. In three-dimensional simulations it is convenient
to determine

FIG. 4. �Color online� Cross sections in the xy plane of the magnetic field with zero linking number �upper row� and finite linking number
�lower row�. The z component �pointing out of the plane� is shown together with vectors of the field in the plane. Light �yellow� shades
indicate positive values and dark �blue� shades indicate negative values. Intermediate �red� shades indicate zero value.

FIG. 5. Decay of magnetic energy �normalized to the initial
value� for linking numbers of 2 �solid line� and 0 �dashed line�. The
dotted line gives the decay for a control run with noninterlocked
rings. The dashed-dotted lines indicate t1/3 and t3/2 scalings for
comparison. The inset shows the evolution of the maximum field
strength in units of the thermal equipartition value,
Bth=cs��0�0�1/2.

FIG. 6. Comparison of the evolution of kinetic and magnetic
energies in the cases with finite and with vanishing linking num-
bers. Note that in both cases the maximum kinetic energy is reached
at the time �	0.6. The two cases begin to depart from each other
after �	2. In the nonhelical case the magnetic energy shows a
sharp drop and reaches equipartition with the kinetic energy, while
in the helical case the magnetic energy stays always above the
equipartition value.
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P = �
V

�B�dV . �10�

For several rings, all with radius R, we have

P = 2
R�
i=1

N

��i� = 
NRP2D, �11�

where N is the number of rings. In Fig. 8 we compare the
evolution of P �normalized to the initial value P0� for the
cases with n=0 and 2. It turns out that after �=1 the value of
p is nearly constant for n=2, but not for n=0.

Let us now return to the earlier question of whether a flux
configuration with zero linking number can have finite spec-
tral magnetic helicity, i.e., whether H�k� is finite but of op-
posite sign at different values of k. The spectra M�k� and
H�k� are shown in Fig. 9 for the two cases at time �=5. This
figure shows that in the configuration with zero linking num-
ber H�k� is essentially zero for all values of k. This is not the
case and, in hindsight, is hardly expected; see Fig. 9 for the
spectra of M�k� and k�H�k�� /2�0 in the two cases at �=5.
What might have been expected is a segregation of helicity
not in the wave-number space, but in the physical space for
positive and negative values of y. It is then possible that
magnetic helicity has been destroyed by locally generated

magnetic helicity fluxes between the two domains in y�0
and y�0. However, this is not pursued further in this paper.

In order to understand in more detail the way the energy is
dissipated, we plot in Fig. 10 the evolution of the time de-
rivative of the magnetic energy EM= �1 /2�0�
B2dV �upper
panel� and the kinetic energy EK=

1
2
�U2dV �lower panel�. In

the lower panel we also show the rate of work done by the
Lorentz force, WL=
U ·�J�B�dV, and in the upper panel we
show the rate of work done against the Lorentz force, −WL.

FIG. 7. Evolution of magnetic helicity in the case with finite
linking number. In the upper panel, �A ·B� is normalized to its initial
value �indicated by subscript 0� while in the lower panel it is nor-
malized to the magnetic energy divided by Ro.

FIG. 8. Decay of the unsigned magnetic flux P �normalized to
the initial value P0� for the cases with n=0 and 2. The dotted line
gives the decay for a control run with noninterlocked rings.

FIG. 9. Comparison of spectra of magnetic energy and magnetic
helicity in the case with zero linking number �upper panel� and
finite linking number �lower panel� at �=5. Stretches with negative
values of H�k� are shown as dotted lines.

FIG. 10. Evolution of the rate of work done against the Lorentz
force, −WL, together with dEM /dt �upper panel�, as well as the rate
of work done by the Lorentz force, +WL, together with dEK /dt
�lower panel�, all normalized in units of EM /Ts, for the case with
finite linking number. The inset shows −WL at late times for the
case with n=0 �solid line� and n=2 �dashed line�.
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All values are normalized by EM0 /Ts, where EM0 is the value
of EM at �=0.

The rates of magnetic and kinetic energy dissipations, �M
and �K, respectively, can be read off as the difference be-
tween the two curves in each of the two panels in Fig. 10.
Indeed, we have

− WL − dEM/dt = �M, �12�

WL + WC − dEK/dt = �K, �13�

where the compressional work term WC=
p� ·UdV is found
to be negligible in all cases. Looking at Fig. 10 we can say
that at early times �0���0.7� the magnetic field contributes
to driving fluid motions �WL�0� while at later times some
of the magnetic energy is replenished by kinetic energy
�WL�0�, but since magnetic energy dissipation still domi-
nates, the magnetic energy is still decaying �dEM /dt�0�.
The maximum dissipation occurs around the time �=0.7. The
magnetic energy dissipation is then about twice as large as
the kinetic energy dissipation. We note that the ratio between
magnetic and kinetic energy dissipations should also depend
on the value of the magnetic Prandtl number PrM=	 /�,
which we have chosen here to be unity. In this connection it
may be interesting to recall that one finds similar ratios of �K
and �M both for helical and nonhelical turbulence �26�. At
smaller values of PrM the ratio of �K to �K+�M diminishes
like PrM

−1/2 for helical turbulence �27�. In the present case the
difference between n=0 and 2 is, again, small. Only at later
times there is a small difference in WL, as is shown in the
inset of Fig. 10. It turns out that, for n=2, WL is positive
while for n=0 its value fluctuates around zero. This suggests
that the n=2 configuration is able to sustain fluid motions for
longer times than the n=0 configuration. This is perhaps
somewhat unexpected, because the helical configuration
�n=2� should be more nearly force free than the nonhelical
configuration. However, this apparent puzzle is simply ex-
plained by the fact that the n=2 configuration has not yet
decayed as much as the n=0 configuration has.

IV. CONCLUSIONS

The present work has shown that the rate of magnetic
energy dissipation is strongly constrained by the presence of
magnetic helicity and not by the qualitative degree of knot-
tedness. In our example of three interlocked flux rings we
considered two flux chains, where the topology is the same
except that the relative orientation of the magnetic field is
reversed in one case. This means that the linking number
switches from 2 to 0, just depending on the sign of the field
in one of the rings. The resulting decay rates are dramatically
different in the two cases, and the decay is strongly con-
strained in the case with finite magnetic helicity.

The present investigations reinforce the importance of
considering magnetic helicity in studies of reconnection. Re-
connection is a subject that was originally considered in two-
dimensional studies of X-point reconnection �28,29�. Three-
dimensional reconnection was mainly considered in the last
20 years. An important aspect is the production of current
sheets in the course of field line braiding �30�. Such current
sheets are an important contributor to coronal heating �31�.
The crucial role of magnetic helicity has also been recog-
nized in several papers �32,33�. However, it remained un-
clear whether the decay of interlocked flux configurations
with zero helicity might be affected by the degree of tangled-
ness. Our present work suggests that a significant amount of
dissipation should only be expected from tangled magnetic
fields that have zero or small magnetic helicity, while tangled
regions with finite magnetic helicity should survive longer
and are expected to dissipate less efficiently.
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Abstract
The predictive power of mean-field theory is emphasized by comparing theory with
simulations under controlled conditions. The recently developed test-field method is used
to extract turbulent transport coefficients both in the kinematic and the nonlinear or
quasi-kinematic cases. A striking example of the quasi-kinematic method is provided by
magnetic buoyancy-driven flows that produce an α effect and turbulent diffusion.

PACS numbers: 91.25.Cw, 92.60.hk, 94.05.Lk, 96.50.Tf, 96.60.qd

(Some figures in this article are in colour only in the electronic version.)

1. Introduction

What happens when fluids mix? What if a fluid is moving in
a magnetized environment? Are there analogies between the
motion of a cloud in the sky, milk in a coffee cup and solar
flares? The study of fluids and magnetic fields has always been
a challenging branch of physics, leading to the development of
tools of wide applicability, from meteorology to the study of
galaxies. In particular, the connection between the existence
of fluids in motion and the amplification of magnetic fields
has been investigated both analytically and experimentally
since the beginning of the 20th century. This generation of
a magnetic field by dynamo action was already proposed by
Larmor (1919), but a proper understanding of such a process
requires both physical insight and a theoretical framework
that describes the magneto-hydrodynamical (MHD) context
in which the phenomena occur. The most common theoretical
approach to MHD dynamos is the application of mean-field
theory (Parker 1955, Steenbeck and Krause 1969, Moffatt
1978, Parker 1979, Krause and Rädler 1980). The core
concept on which mean-field theory (hereafter MFT) rests
is that turbulent systems (which include most natural MHD
dynamos) are often amenable to a two-scale approach, where
the velocity and magnetic fields are decomposed into mean
and fluctuating components:U =U +u andB =B + b. The
mean parts U and B generally vary slowly both in space and
time, and capture the global behavior of the system, which

is often also the observable one. The fluctuating fields, on
the other hand, describe irregular, often chaotic small-scale
effects.

Using the aforementioned decomposition the equation
for the time evolution of the magnetic field, known as the
induction equation, can be rewritten as a set of two equations
for mean and fluctuating quantities

∂B

∂t
= ∇ ×

(
U ×B

)
+∇ ×E + η∇

2B, (1)

∂b

∂t
= ∇ ×

(
U × b

)
+∇ ×

(
u×B

)
+∇ × (u× b)′ + η∇

2b,

(2)
where η is the microphysical magnetic diffusivity of the
fluid (here assumed uniform), while E ≡ u× b is the mean
electromotive force, and (u× b)′ = u× b−u× b.

Correlations such as u× b are at the heart of turbulent
transport, and apply to a broad range of processes, from
dynamos to the mixing of chemicals through stirring. For
example, the evolution of the mean C of a chemical
concentration C = C + c is governed by the mean flux uc
resulting from the interplay of the fluctuations. Likewise,
the evolution of mean momentum, ρU , is governed by the
Reynolds stress, ρui u j (with constant density ρ). We return
to the flux of chemicals at the end of section 4.1. Here, the
key task consists in relating the mean emf E to the mean
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fieldB. Underlying symmetries that constrain the form of this
relation are of significant help. E is a vector, so if the system is
homogeneous and the turbulence isotropic, in what direction
can it point? The answer is that in such a system E can have
constituents pointing along the mean magnetic fieldB and the
mean current density J = ∇ ×B/µ0 (as well as higher-order
spatial and time derivatives, see section 4.2), which leads to
approximations such as

E = αB− ηtµ0J . (3)

The coefficients linking correlations to mean quantities are
known unimaginatively as mean-field transport coefficients,
with each one describing a distinct physical effect. In
equation (3), α describes the (in)famous α effect that can drive
a dynamo, while ηt quantifies the turbulent diffusion of the
mean magnetic field (µ0 is the vacuum permeability). Note
that a much more general representation of E is given by the
convolution integral

E(x, t) =

∫ t

t0

∫
G(x,x′, t, t ′)B(x′, t ′) d3x ′ dt ′ (4)

with an appropriate tensorial kernelG.
Equation (2) contains terms that can sometimes be

neglected. Most famously, in the case of fluids with small
magnetic Reynolds number, that is ReM = U L/η � 1, or
low Strouhal number St = Uτc/L � 1, we can drop (u× b)′

and can thus make an analytical calculation of the transport
coefficients feasible. Under this approximation, known as the
second order correlation approximation (SOCA), equation (2)
takes for vanishing mean velocity the form

∂b

∂t
= ∇ ×

(
u×B

)
+ η∇

2b. (5)

In the limit of high ReM (hence small St), the coefficients α

and ηt reduce then to (Krause and Rädler 1980, Rädler and
Rheinhardt 2007)

α = −
τc

3
u · (∇ ×u), ηt =

τc

3
u2, (6)

where τc is a characteristic turbulent correlation time.

2. The need for MFT: a status report

2.1. Motivation

In the astrophysical context, MFT has mainly been applied
in order to understand and model the origin of the Sun’s
magnetic field and its differential rotation (Rüdiger and
Hollerbach 2004). Direct simulations of convection in
spherical shells begin to reproduce these phenomena to some
extent (Brun et al 2004, Browning et al 2006, Brown et al
2010, Käpylä et al 2010a), but interpreting their results
properly remains difficult. This task is approachable only in
the framework of a reasonably accurate theory.

MFT is sometimes perceived as uncertain and even
arbitrary owing to a large amount of parameters that are
often chosen to reproduce ‘whatever one wants’. Adjusting
parameters at will is certainly risky and clearly not permissible
in the long run, because it would imply a complete loss

of predictive power of MFT. There are several reasons
why the ‘free parameter’ approach has nevertheless often
been adopted. Firstly, the conventional theory for computing
turbulent transport coefficients is only accurate at low
Reynolds numbers, but is not well tested at higher ones.
Secondly, models of solar-like dynamos that are based
on a straightforward application of mixing-length ideas
to computing turbulent transport coefficients (Krivodubskii
1984) do not reproduce the Sun: the cycle periods are too
short (Köhler 1973) and the migration of sunspots and other
magnetic activity is poleward, not equatorward, which is
also found in direct numerical simulations (Gilman 1983,
Käpylä et al 2010a).

In this situation, it is sensible to reduce one’s ambitions
and focus on phenomena that are seen in direct simulations
of simplified systems, but are nevertheless relevant for
understanding the Sun. A useful goal consists then in
reproducing such phenomena by mean-field models, thus
obtaining a chance to trace down the reasons for discrepancies
between both representations. This will be exemplified in
section 3. First, however, we shall summarize the basic
saturation phenomenology of mean-field dynamos.

2.2. Saturated dynamos and magnetic helicity fluxes

A recent discovery that is now well explained by MFT
is the slow saturation behavior of an α2 dynamo in a
triply periodic box (Brandenburg 2001). Such systems are
unphysical, but they make good test problems due to the
ease of capturing them both numerically and analytically.
Initially, both the mean and the fluctuating fields grow
exponentially—as expected from kinematic theory. However,
when the small-scale field becomes comparable to the
equipartition value, i.e. b2 ∼ B2

eq, the growth changes its
nature: the fluctuating field saturates while the mean field,
well below equipartition, continues to grow albeit extremely
slowly. Finally, after multiple microphysical resistive times,
the mean field itself reaches a steady, super-equipartition state;
see figure 9.4 of Brandenburg and Subramanian (2005).

This behavior is one aspect of the ‘catastrophic’
α-quenching phenomenon, and has come to be understood
in terms of the magnetic helicity density, h ≡A ·B, and the
magnetic α effect of Pouquet et al (1976), αM ≡ τj · b/3ρ.
It has usually the opposite sign of the α of equation (6), now
marked αK (kinetic), and grows with growing mean field, so
that the net α = αK +αM would be reduced and the dynamo
growth halted. This result has been extended to the dynamic
α quenching phenomenology (Kleeorin and Ruzmaikin 1982,
Field and Blackman 2002, Blackman and Brandenburg 2002),
where the mean magnetic helicity in the fluctuating fields,
hf ≡ a · b, is used as a proxy for the current helicity, j · b'

k2f hf, with kf being the wavenumber of the energy-carrying
eddies. In a system that disallows the divergence of the
magnetic helicity flux, such as a triply periodic domain, the
time evolution of hf and the resulting dynamical α quenching
equation can be written as

dhf
dt

= −2E ·B− 2ηµ0j · b, (7)

2
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dαM
dt

= −2ηtk2f

(
αB

2
− ηtµ0J ·B

B2
eq

+
αM

ReM

)
. (8)

The three phases of the α2 dynamo in a triply periodic domain
can now be understood. First the fields grow exponentially and
the magnetic α effect grows with them until αM ∼ −αK. This
occurs rapidly enough that the magnetic helicity of the mean
field (hm) still obeys hm∼−hf and so B/Beq '

√
k1/kf<1

(Brandenburg 2001), where k1 is the smallest possible
wavenumber in the domain. During the resistive phase, the
fluctuating fields are nearly steady but there is still a small
excess of α over ηtk1 needed to replenish the field in the face
of resistivity. This phase ends only when the time evolution of
the total magnetic helicity reaches a steady state, which occurs
when 〈J ·B〉 = 0 or B/Beq '

√
kf/k1 > 1.

A short exponential growth phase yielding only weak
mean fields poses severe problems for astrophysics as the
subsequent resistive growth phase is generally prohibitively
long. Real systems, however, allow for fluxes of magnetic
helicity across their borders, and/or show spatial variations
in the α effect, particularly regions where α has opposite
signs separated, say, by an equator. This raises the possibility
that the magnetic α will be exported from the system or
transported to the equator and destroyed. Research into such
transport is recent, but has already shown conclusively that
there is a flux of hf and that a larger residual α effect results
due to it. It is not yet clear how large an effect this has on the
final mean field strength.

3. Predictions versus realizations

In this section, we contrast the results of some computer
realizations with corresponding mean-field predictions. We
discuss examples from both linear and nonlinear regimes.

3.1. Parity and dependence on boundary conditions

A relatively old example is the emergence of oscillatory
dynamo solutions in local models of accretion discs
(Brandenburg et al 1995). Here, turbulence is driven by
the magneto-rotational instability that generates a negative
α effect in the upper half of the disc (Brandenburg et al
1995, Ziegler and Rüdiger 2000, Brandenburg 2005a, Gressel
2010). According to MFT, this negative α, for normal
field (pseudo-vacuum) boundary conditions and radial shear,
results in traveling wave solutions that are symmetric
about the midplane and migrating toward the boundaries
(Brandenburg and Campbell 1997). Conversely, when the
boundary condition is changed to a perfect conductor, one
expects non-oscillatory solutions that are antisymmetric about
the midplane. Indeed, this dependence is borne out by
simulations (Brandenburg 1998).

3.2. Onset of convective dynamo action depending on
rotation rate

Large-scale dynamos due to turbulent convection are of
particular interest in astrophysics. According to MFT, rotating
inhomogeneous (usually due to stratification) turbulence leads
to the generation of kinetic helicity and thus an α effect, which

should enable the generation of large-scale fields. However,
numerical simulations of rotating convection at first failed
to show large-scale dynamo action (e.g. Brandenburg et al
1996, Cattaneo and Hughes 2006). Erroneously low values of
α determined by what is now often called the imposed-field
method seemed to confirm that the α effect does not work. In
this method, a uniform magnetic field B0 is applied and one
determines the resulting mean electromotive force, 〈u× b〉,
and further α = 〈u× b〉 ·B0/B2

0 ; here the mean is defined
as volume average (e.g. Cattaneo and Hughes 2006; see,
however, Käpylä et al 2010b). On the other hand, when
computing the turbulent transport coefficients for convection
using the test-field method (see section 4.1), it was discovered
that, as the rotation rate in non-shearing runs increases,
the α effect increases and turbulent diffusion, ηt, decreases
(Käpylä et al 2009a). Mean-field models (hereafter MFM),
using these properly determined transport coefficients, then
suggested that a large-scale dynamo should be excited when
the Coriolis number, defined as the ratio of the rotation
period to the convective turnover time, exceeds a value
of ≈ 4. Subsequently, direct simulations in this parameter
range confirmed this prediction (Käpylä et al 2009b). Again,
this demonstrates that already kinematic MFT has predictive
power and that very likely MFMs can give useful and new
information about even more complex systems.

3.3. Helicity considerations

The helicity considerations outlined in section 2.2 provide
further prognostic power. The shear-induced (non-diffusive)
magnetic helicity flux, introduced by Vishniac and Cho
(2001), has been particularly important in explaining the
existence or the absence of a large-scale dynamo. For
example, Tobias et al (2008) presented simulations of
convection with vertical shear where no large-scale dynamo
was excited although the necessary ingredients for an efficient
dynamo (inhomogeneity, rotation and shear) were all present.
However, in that case the shear-driven magnetic helicity flux
is directed along the periodic x-direction and no net flux out
of the system could occur. Using instead, in an otherwise
similar setup, normal field boundary conditions, which do
allow a net flux, Käpylä et al (2008) showed that a large-scale
dynamo does exist and indeed saturates at near-equipartition
field strengths; see the left panel of figure 1 where we
show the effect of open versus periodic boundaries. Similar
results have also been obtained for forced turbulence with a
more complicated shear profile motivated by the differential
rotation pattern of the Sun (Brandenburg 2005b). By imposing
a toroidal magnetic field in a simulation with the same setup,
the α effect has been determined and, for ReM � 1, it is also
found to depend sensitively on whether the boundaries are
open or closed (Brandenburg and Sandin 2004); see the right
panel of figure 1.

Another issue approachable through magnetic helicity
considerations is the convergence problem of the MRI, i.e.
the steep decrease of the turbulence level with decreasing
magnetic Prandtl number, PrM, for small values of PrM in
fully periodic setups (e.g. Fromang et al 2007). An otherwise
similar setup, however, that does allow a net magnetic helicity
flux through the vertical boundaries produces indeed strong
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Figure 1. Upper plot: energy in the horizontally averaged
streamwise magnetic field from two convection simulations with
vertical shear U y(z) and either normal field (solid line) or periodic
(dotted line) magnetic boundary conditions in the x-direction.
Adapted from Käpylä et al (2008). Lower plot: dependence of
〈α〉/urms on ReM for open and closed boundaries. Note that for
ReM ≈ 30 the α effect is about 30 times smaller when the
boundaries are closed. Adapted from Brandenburg and Sandin
(2004).

large-scale dynamo action, roughly independent of the value
of PrM (Käpylä and Korpi 2010).

4. Computing mean-field transport coefficients

In view of such success stories, there should be an unbroken
interest in MFMs both because of their descriptive capabilities
and their predictive potential, but we have to realize that there
are serious shortcomings of MFT that have persuaded many
researchers to (re)turn to global direct numerical simulations
instead of designing improved MFMs. This critical stage of
MFT can be characterized by the following observations:

• The limitations of analytic approaches to calculating
mean-field coefficients are clearly too restrictive as the
interest has moved from pointing out the qualitative
existence of certain effects to their quantitative
reproduction and prediction. This is due to

∗ the obvious insufficiency of SOCA in astrophysical
contexts, as usually ReM � 1 and St 6� 1;

∗ the unclear aspects of closure approaches like the τ

approximation (Rädler and Rheinhardt 2007);
∗ the need for knowledge of velocity correlators
like ui u j · · · un even in mathematically well-
established (systematic) higher-order correlation
approximations.

• It is obvious that MFMs for realistic setups with
predictive abilities need to employ transport coefficients
that are

∗ fully tensorial;
∗ position dependent;

∗ dependent on the mean quantities themselves, i.e.
nonlinear;

∗ non-local and non-instantaneous;
∗ including magnetic background fluctuations.

There is no longer any chance of obtaining powerful
models by employing a few scalar coefficients, the basic
structure of which can be derived analytically leaving a
few free parameters to be adapted properly.

To find a way out of this impassé, one might look at how in
other fields of physics/engineering, modeling and simulation
of rather complex systems are being made possible if the
full resolution of the microphysics is not affordable. Let us
choose as an example the mechanics of elastic materials,
say, metals. Their elastic properties can in principle be
derived from the microphysics of their lattices, but it will
perhaps never be possible to simulate the static and dynamic
behavior of, say, a bridge by solving quantum physical
lattice equations. Instead, one relies upon the equations of
continuum mechanics in which the lattice physics enters via
macrophysical material properties such as Young’s modulus
and the Poisson number (sufficient for an isotropic material).
These are typically obtained by measurements in a series
of standardized experiments with test bodies having simple
geometries and being subject to clearly defined boundary
conditions. Of course, for such an approach to be successful,
a certain locality of the microphysics processes is necessary,
which can be expressed by the principle that neighboring
material elements of a structure ‘communicate’ only via
forces at their common borders.

A widely analogous procedure with respect to the task
of calculating transport coefficients for a certain type of
turbulence would consist in creating it in a (small) test volume
with well-defined boundary/environmental conditions (such
as a penetrating magnetic and/or gravitational field) and
to determine then the wanted coefficients somehow by
measurements. Then a major theoretical challenge consists
in specifying the set of experiments needed to find just
these coefficients and in prescribing the computational recipe
for extracting them from the measured quantities such as
fluctuating magnetic fields and/or velocities.

This program has been implemented by the so-called
test-field methods (Schrinner et al 2005, 2007) with the
modification that the physical experiments are replaced by
numerical ones. Clearly, there is an important difference
compared to the continuum mechanics scheme: the same
equations whose direct simulation was felt to be non-
affordable, what just created the need for an MFM, have
now, nevertheless, to be simulated within the numerical
experiments. However, in two aspects the test-field approach
can still be advantageous. Firstly, the ‘experimental’ volumes
can represent small sections of the object that is to be globally
analyzed. Hence, much finer structures can be resolved
with the same numerical effort. Secondly, if an MFM is
established once, it can thereafter be utilized for long-term
global simulations, which would otherwise be prohibitively
expensive.

The aforementioned locality of the actual physics here
has to be with respect to correlation properties of the
underlying fluctuating fields, say, a turbulent flow. For all
conceivable astrophysical situations this condition can hardly
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be considered too restrictive. In practice, correlation lengths
and times are the relevant quantities to be considered in
defining the simulation box size and the integration time.

Computing turbulent transport tensors such as α and η
(see equation (9) below) from simulations has been performed
with varying success over the last 20 years. Utilizing the
imposed-field method for α has led to either the confirmation
of well-known results (for example, a positive horizontal α

effect in the upper layers of convection in the Sun’s Northern
hemisphere) or the prediction of as yet unknown results (e.g.
a reversed sign of the vertical α under the same conditions;
see Brandenburg et al 1990) later confirmed by analytical
calculations (Ferrière 1992, Rüdiger and Kitchatinov 1993).

After having explained the new test-field method in
the next section, particular applications considering the
nonlocality of turbulent transport in space and time will be
discussed in section 4.2.

4.1. Test-field method

Let us return to equation (2) for the fluctuating magnetic field.
The wanted mean electromotive force E = u× b is obviously
a linear and homogeneous functional of B and we may
therefore write the ansatz

E =αB−η∇B, (9)

strictly valid for stationary mean fields depending only
linearly on position. The components ofα and η can be found
by the following procedure:

(a) solve

∂bk

∂t
−η∇

2bk
− curl

[
(U × bk+u× bk)′

]
=curl (u×B

k
)

for given u, U and test fieldsBk , k = 1, . . . , N ;
(b) calculate Ek

= u× bk ;
(c) determine the components of α and η by inverting

Ek
=αB

k
−η∇B

k
. (10)

The solution is unique if N is chosen appropriately and
the test fields Bk are sufficiently independent. Since we
‘look at’ the given velocity fields u, U not from only one
perspective like in the case of the imposed-field method, but
obtain instead different views represented by the different test
solutions bk , the test-field approach could be characterized
as ‘holographic’ instead of ‘photographic’. Indeed, all of the
information needed to specify an ansatz like (9) is extracted
from the velocity fields.

For a number of explicitly given flows like those
introduced by Roberts (1970) and Galloway and Proctor
(1992), exact agreement of the determined tensors with SOCA
results could be demonstrated. In the case of the Roberts flow
there is agreement even with an analytic result for arbitrary
magnetic Reynolds numbers (Rädler et al 2002, Rädler and
Brandenburg 2009, Rheinhardt and Brandenburg 2010).

The method has now been applied to a number of
different flows ranging from homogeneous forced turbulence
without shear (Sur et al 2008, Brandenburg et al 2008a)
to cases with shear (Brandenburg et al 2008b, Mitra et al

2009) and to inhomogeneous turbulence in stratified discs
(Brandenburg 2005a, Gressel et al 2008) as well as convection
(Käpylä et al 2009a). It has also been utilized in passive scalar
transport, e.g. the transport of chemicals. Corresponding
turbulent transport coefficients have been calculated for
homogeneous turbulence under the influence of rotation or an
applied magnetic field (Brandenburg et al 2009), as well as
for homogeneous shear flows (Madarassy and Brandenburg
2010).

4.2. Nonlocality in space and time

Because the test fields are not native to the system, they can
disentangle effects that can not otherwise be distinguished.
However, for the same reason they can introduce temporal or
spatial scales that are again not native to the system.

With respect to temporal scales the consequences of
this mismatch can be seen in the memory effect: consider a
dynamo system with a growing mean field. Turbulence creates
a fluctuating field from the mean one and contributes to the
mean electromotive force. If the mean field is growing, the
small-scale field created in the past is weaker than it would
be when created in the present. Thus, if the time behavior of
the test fields is different from that of the ‘real’ mean field,
the α and η tensors from the test-field method will not be the
actual ones that rule the evolution of the mean field. A similar
problem occurs when the spatial scales of the test fields do not
coincide with the spatial scale of the mean field to be modeled,
due to nonlocality in space.

When the proper scales of the mean field are known,
corresponding test fields can be used. Otherwise, the scales
of the test fields, say, wavevector k and frequency ω, are
considered independent parameters and the test-field method
provides α(k, ω) and η(k, ω), which exhaustively describe
the response kernel introduced in (4).

The memory effect is demonstrated in figure 2 for the
case of the Roberts flow (for details, see Hubbard and
Brandenburg (2009). In the left plot, we see the difference
between the growth rate of a dynamo and that calculated
from the dispersion relation using α and η determined by
the test-field method with steady test fields. We can reconcile
these growth rates by deriving them all from a proper kernel,
which can be established by employing a set of test fields with
different time dependences.

The memory effect and nonlocality in space have been
studied using the integral kernel technique in Hubbard
and Brandenburg (2009) and Brandenburg et al (2008a),
respectively. Using test fields that oscillate sinusoidally in
time, the Fourier transforms α̂(ω) of the integral kernels α̃(t)
were found to fit the form:

α̂(ω) = α0
1− iωτα

(1− iωτα)2 +ω2
ατ 2α

, (11)

where τα is the memory time of the flow and ωα is a fit
parameter of order τ−1

α . In turbulence, τα is comparable
to the turnover time, but in steady flows, it can approach
microphysical resistive time scales. In the right panel of
figure 2, we present such a fit for the MW+flow of Otani
(1993), being a flow pattern with wavenumber k0 and
amplitude u0 that is modulated with frequency ωf = u0k0.
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Figure 2. Upper plot: ReM dependence of the dynamo growth rate
for the Roberts flow as obtained from a direct calculation, λgrowth,
compared with the result of the dispersion relation,
λdisp = |αk| − (η + ηt)k2, using a cube of size L3; k1 = 2π/L ,
kf =

√
2k1. For this range of ReM, the most unstable mode has the

largest possible wavelength (k = k1). Lower plot: real (solid) and
imaginary (dashed) parts of α̂(ω) for k = 0 using the Otani (1993)
MW+ flow with ReM = 1. Normalization given by α0 = u0. Inset:
scaling of Im α̂ near the origin with slope 0.2, in agreement with the
results of Hughes and Proctor (2010). Adapted from Hubbard and
Brandenburg (2009).

This leads to an extra spike in α̂(ω) at ω = 2ωf. The slope of
the imaginary part at the origin, dIm α̂/dω|ω=0, represents the
coefficient of the first order term with respect to an expansion
in time. Its value of 0.2 is in agreement with that found by
Hughes and Proctor (2010). The real-space integral kernel
corresponding to (11) reads

α̃(τ ) = α02(τ)e−τ/τα cosωατ, (12)

where τ is the time distance to the instant of consideration,
and 2 is the Heaviside step function that preserves
causality as the time integral kernel must only consider the
past. Hubbard and Brandenburg (2009) have found similar
expressions also for passive scalar transport.

The Fourier transform of the spatial integral kernels is
somewhat simpler, being fit by a Lorentzian:

α̂(k) =
α0

1 + (aαk/kf)2
, η̂t (k) =

ηt0

1 + (aηk/kf)2
, (13)

whose amplitude is nearly independent of ReM for ReM � 1.
The k dependence is reasonably close to inverse quadratic for
k/kf > 2; see figure 3. Here, aα ≈ 2aη ≈ 1 are coefficients of
the order of unity. The corresponding spatial integral kernels
are simple exponential decays

α̃(ζ ) = α0
kf
2aα

e−(kf/aα)ζ , η̃t (ζ ) = ηt0
kf
2aη

e−(kf/aη)ζ ,

(14)
where ζ is the distance from the point of consideration.

Figure 3. Upper plot: dependence of the normalized values of α
(dashed or red line) and ηt (solid line) on ReM for k/kf = 0.2 and
Re = 2.2. Adapted from Sur et al (2008). Lower plot: dependences
of the normalized α̂ (dashed or red line, small symbols) and η̂t (solid
line, bigger symbols) on the normalized wavenumber k/kf for
turbulence forced with kf/k1 = 5, ReM = 10 (squares) and
kf/k1 = 10, ReM = 3.5 (triangles). Lines give the Lorentzian fits
(13). Adapted from Brandenburg et al (2008a).

5. From linear to nonlinear

When the velocity U is given, the tensors α and η can
be obtained by a mathematically well-founded procedure as
outlined in section 4.1. Naturally, the question arises as to
how one should proceed when the mean magnetic field has
already acted upon this velocity. Inspecting equation (2) it can
be concluded that B, considered as a functional of U and B,
is always linear and homogeneous in the latter, irrespective
of the effects that U was subjected to and, in particular,
irrespective of whether or not a mean field had already acted
upon it. That is, the presented test-field method continues to be
valid without modification and as a tribute to this extension it
is called the quasi-kinematic method. The turbulent transport
coefficients are of course now depending on B, but this
dependence is entirely conveyed by the dependence of U
onB.

Clearly, a dynamically effective mean field represents
an additional preferred direction. As a consequence, for an
isotropic hydrodynamic background and a uniform B, the
formerly isotropic tensor α adopts now the shape

αi j = α1δi j +α2 B̂i B̂ j , i, j = 1, 2, (15)

with B̂ being the unit vector in the direction of B. If this
is, say, the x-direction we get α11 = α1 +α2 and α22 = α1.
Both coefficients are of course functions of B. Since E =

α11B, the effective scalar α effect is just given by α11. As an
example, the α quenching characteristic for the Roberts flow
was determined exhibiting a B−4 asymptotic dependency,
cf Rheinhardt and Brandenburg (2010) and figure 4. This
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Figure 4. Upper plot: variation of α with B for the forced Roberts
flow with ReM = 1/2

√
2≈ 0.35 and PrM = 1. Adapted from

Rheinhardt and Brandenburg (2010). Lower plot: ReM dependence
of α and ηt in the saturated state with B ≈ Beq. Adapted from
Brandenburg et al (2008c).

result is at odds with theoretical predictions, although it agrees
with data for a forced ABC flow (Sur et al 2007).

Things become more involved if the direction of the
mean current density J enters as a second preferred direction.
A situation in which this complication is circumvented,
without being as simple as the former one, is given by the
α2 dynamo due to homogeneous isotropic helical (forced)
turbulence. Here, the dynamo solution is a Beltrami field
with B ‖ J and constant modulus. Hence, J is not providing
an additional preferred direction and equation (15) remains
valid. The solution has always Beltrami shape, regardless of
at what level it eventually saturates. Consequently, α and
ηt are independent of position for any field strength. The
growth rate of the dynamo is given by λ = |αk| − (η + ηt)k2
and should approach zero in the course of saturation. Under
these conditions it is possible to confirm the quasi-kinematic
method in the way that α(B)and ηt(B) are determined
in the saturated stage and checked for consistency against
λ = 0. Indeed, this could be demonstrated to high accuracy
for different values of ReM; see Brandenburg et al (2008c).
Figure 4 shows α(B) and ηt(B) as functions of ReM in the
saturated state with B ≈ Beq.

6. Quasi-kinematic method for magnetic-buoyancy-
driven flows

So far, we have been dealing with situations in which a
hydrodynamic background was provided independently and
the mean magnetic field occurred as an additional, at most
coequal participant. But what about cases in which the
turbulence itself is a consequence of B? Examples are the
magneto-rotational instability and the magnetic buoyancy
instability (see below). Clearly, those setups do not know a
kinematic stage on which the influence of B is negligible.
One might worry that in such a situation the quasi-kinematic

test-field procedure fails (Courvoisier et al 2010). However,
equation (2) continues to be valid and hence all conclusions
drawn from it. Consequently, the quasi-kinematic method
should be applicable. The only peculiarity occurring here
is the fact that all components of α and η vanish for
06 B 6 B threshold, because a fluctuating velocity (and mag-
netic field) develops only after the instabilities have set in.

Let us now consider the magnetic buoyancy instability.
It has been proposed by Moffatt (1978) that, once the
dynamo-generated magnetic field in the overshoot layer of the
Sun reaches appreciable strengths, this instability can set in
and govern the dynamics thereafter. The buoyancy instability
of a localized flux layer in the presence of stratification and
rotation was later studied in detail by Schmitt (1984, 1985).
A necessary but not sufficient condition for instability is

∂

∂z
log
(

B2

ρ2

)
< 0, (16)

which essentially means that the magnetic field decreases
faster with height than density. Using the imposed-field
method, Brandenburg and Schmitt (1998) performed num-
erical calculations to determine the α effect of the resulting
turbulence. Here we determine all components of α and
η using a version of the quasi-kinematic test-field method
wherein mean fields are defined as xy averages.

Our setup is similar to that described in Brandenburg and
Schmitt (1998). The computational domain is a cuboid of
size −16 x 6 1, −36 y 6 3, −0.56 z 6 1.5, with gravity
pointing in the negative z-direction, and rotation Ω making
an angle θ with the vertical. The pressure scale height is
HP = 1 (half-height of the box). The base state is a polytrope
with index m = 3 (the adiabatic value here is 3/2), so that
it is stable to convection. The initial condition comprises
a horizontal magnetic layer of thickness HB = 0.1 with the
profile

By = vA0HB
∂

∂z
tanh

(
z − 0.1

HB

)
, (17)

where the ratio of the reference values of Alfvén and sound
speed is vA0/cs0 = 0.5. We modify the base state such that
the density profile remains polytropic but the entropy profile
is adjusted to obey magnetostatic equilibrium. The initial
velocity consists of about 20 localized eddies with Mach
numbers of about 10−5 at z = 0.1 in the xy-plane. We
use stress-free boundary conditions for the velocity and the
vertical field condition for the magnetic field, whereas with
respect to entropy we keep the temperature at the top and the
(radiative) heat flux at the bottom constant. All calculations
have been done with Pr = PrM = 4 on a 643 grid. Figure 5(a)
gives the temporal evolution of the volume averages 〈u2〉 and
〈B2

x 〉 and figure 5(b) the evolution of the mean field Bx . There
is a short exponential growth phase followed by a slow decay
on a resistive time scale.

When it comes to applying the test-field method, an
aspect not discussed up to now is the intrinsic inhomogeneity
of the flow both due to stratification and the background
magnetic field itself. Within kinematics, that is, without
the background field, no specific complication is connected
to this, as from the stationary version of equation (4),
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Figure 6. (a) The mean emf E y(z, t) calculated from the horizontal average u× b. (b) Reconstruction of E y(z, t) using only the k = 0
contributions in (18). (c) The same as (b) but using all contributions k = 0, 1, . . . 8.

α and η emerge straightforwardly in a shape expressing
inhomogeneity, that is, α(x,x′),η(x, x′) or, equivalently,
α(x, x−x′), η(x, x−x′). When subjecting the latter to a
Fourier transform with respect to their second argument, we
arrive at α̂(x, k) and η̂(x, k). In our case, harmonic test
fields with different wavenumbers k in the z-direction can be
employed to obtain α̂(z, k) and η̂(z, k).

In the nonlinear situation, the Green’s function approach
remains valid if E is considered as a functional of U and
B, which is then linear and homogeneous in the latter (cf
section 5). However, we have to label G by the B actually
acting upon U , that is, G(x, x′; B), and can thus only make
statements about the transport tensors for just the particular
B at hand. Hence, the tensors have to be labeled likewise:
α̂ (z, k; B), η̂ (z, k; B). As our initial mean magnetic field
is in the y-direction, the instability will generate a Bx and
we are mainly interested in the coefficients αyx , αyy , ηyx and
ηyy with rank-2 tensor components ηi j = −ηik3ε jk3; they are
shown in figures 5(c)–(f). (Note that our rank-3 η tensor in

equation (9) is defined with the opposite sign as, for example,
in Brandenburg et al (2008a).)

Our goal now is to confirm that the relationship
between E and B taken directly from direct numerical
simulations (DNS) can be represented by equation (9) with
the transport tensors determined using the quasi-kinematic
test-field method. In mathematical terms

E i (z;B)
?
= Re

{∑
k

[
α̂i j (z, k;B) − iπk η̂i j (z, k;B)

]
× c(k)

j exp(iπkz)
}
, (18)

with 2c(k)
=
∫
B(z) exp(−iπkz) dz and ?

= signifying the
question whether the equation is indeed satisfied. We find that
we can reasonably reconstruct the mean emf by truncating
the infinite Fourier series already at k = 8. The result of
the assembly of E as formulated on the right-hand side
of (18) is presented in figure 6(c) and turns out to be a
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faithful reproduction of E from the DNS shown in figure 6(a),
especially during the exponential growth phase. We conclude
that the quasi-kinematic test-field method may be used
for correctly calculating transport coefficients even in the
presence of inhomogeneous turbulence driven by an initial
mean magnetic field.

7. Conclusions

MFT still has a lot to offer in terms of new effects and
quantitative precision by combining analytics with numerics
in parameter regimes that were previously inaccessible.
The list of examples goes on and on; here we have
only mentioned some of the most striking cases. The
unmentioned ones concern, for example, the Reynolds and
Maxwell stresses that have important applications in accretion
discs (Blackman 2010) and possibly sunspot formation
(Brandenburg et al 2010). Also of particular interest is the
transport of passive scalars, admixed chemicals for example,
as was mentioned briefly in section 4.1. The test-field method
has been applied successfully to such cases as well. One may
anticipate that all these aspects of MFT will soon grow in
significance in our voyage toward understanding astrophysical
dynamos.
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ABSTRACT
Estimates for the non-linear α effect in helical turbulence with an applied magnetic field are
presented using two different approaches: the imposed-field method where the electromotive
force owing to the applied field is used, and the test-field method where separate evolution
equations are solved for a set of different test fields. Both approaches agree for stronger fields,
but there are apparent discrepancies for weaker fields that can be explained by the influence
of dynamo-generated magnetic fields on the scale of the domain that are referred to as meso-
scale magnetic fields. Examples are discussed where these meso-scale fields can lead to both
drastically overestimated and underestimated values of α compared with the kinematic case. It
is demonstrated that the kinematic value can be recovered by resetting the fluctuating magnetic
field to zero in regular time intervals. It is concluded that this is the preferred technique both
for the imposed-field and the test-field methods.

Key words: hydrodynamics – magnetic fields – MHD – turbulence.

1 INTRODUCTION

Theα effect is commonly used to describe the evolution of the large-
scale magnetic field in hydromagnetic dynamos (Moffatt 1978;
Parker 1979; Krause & Rädler 1980). However, the α effect is not
the only known mechanism for explaining the generation of large-
scale magnetic fields. Two more effects have been discussed in
cases when there is shear in the system: the incoherent alpha-shear
dynamo (Vishniac & Brandenburg 1997; Sokolov 1997; Silant’ev
2000; Proctor 2007) and the shear-current effect (Rogachevskii &
Kleeorin 2003, 2004). In order to provide some understanding of the
magnetic field generation in astrophysical bodies such as the Sun
or the Galaxy, or at least in numerical simulations of these systems,
it is of interest to be able to identify the underlying mechanism.
Astrophysical dynamos are usually confined to finite domains

harbouring turbulent fluid motion. Both the Sun and the Galaxy
are gravitationally stratified and rotating, which makes the turbu-
lence non-mirror symmetric, thus leading to an α effect. In addition,
the rotation is non-uniform, which leads to a strong amplification
of the magnetic field in the toroidal direction, as well as other ef-
fects such as those mentioned above. Instead of simulating such
systems with all their ingredients, it is useful to simplify the set-up
by restricting oneself to Cartesian domains that can be thought to
represent a part of the full domain. At low magnetic Reynolds num-
bers, i.e. when the effects of induction are comparable to those of
magnetic diffusion, the α effect can clearly be identified in simu-
lations of convection in Cartesian domains; see Brandenburg et al.

�E-mail: hubbard@pas.rochester.edu

(1990). Here, α has been determined by applying a uniform mag-
netic field across the simulation domain andmeasuring the resulting
electromotive force. This method is referred to as the imposed-field
method. However, in subsequent years simulations at larger mag-
netic Reynolds numbers have revealed problems in that the resulting
α becomes smaller and strongly fluctuating in time. This was first
found in simulations where the turbulence is caused by an exter-
nally imposed body force (Cattaneo & Hughes 1996; Hughes &
Cattaneo 2008), but it was later also found for convection (Cattaneo
& Hughes 2006). This suggested that the mean-field approach may
be seriously flawed (Cattaneo & Hughes 2009).
Meanwhile, there have been a number of simulations of con-

vection where large-scale magnetic fields are being generated.
Such systems include simulations not only in spherical shells
(Browning et al. 2006; Brown et al. 2007), but also in Cartesian
domains (Käpylä, Korpi & Brandenburg 2008, 2009a; Hughes &
Proctor 2009). However, the absence of a significant α effect in
some of these simulations led Hughes & Proctor (2009) to the con-
clusion that such magnetic fields can only be explained by other
mechanisms such as the incoherent alpha-shear dynamo or the
shear-current effect. Such an explanation seems to be in conflict
with earlier claims of a finite α effect as determined by the test-field
method of Schrinner et al. (2005, 2007), and in particular with re-
cent results for convection (Käpylä, Korpi & Brandenburg 2009b).
The purpose of the present paper is therefore to discuss possible
reasons for conflicting results that are based on different methods.
The idea is to compare measurements of the α effect using both
the imposed-field method and the test-field method. We consider
here the case of helically forced turbulence in a triply periodic
domain. This case is believed to be well understood. We expect
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α to be catastrophically quenched, i.e. α is suppressed for field
strengths exceeding the Zeldovich (1957) value of R−1/2

m Beq, where
Beq is the equipartition field strength where kinetic and magnetic
energy densities are comparable. The importance of the Zeldovich
field strength was emphasized by Gruzinov & Diamond (1994) in
connection with catastrophic quenching resulting from magnetic
helicity conservation.
In this paper we focus on the case of moderate values of Rm of

around 30. This is small by comparison with astrophysical appli-
cations, but it is large compared with the critical value for dynamo
action in fully helical turbulence (Brandenburg 2001), which occurs
for Rm � 1 in our definition of Rm based on the wavenumber of the
scale of the energy carrying eddies, i.e. the forcing wavenumber.
In addition, we only consider cases with a magnetic Prandtl num-
ber of unity. However, this should not worry us too much, because
we know that the large-scale dynamo works independently of the
value of the magnetic Prandtl number (Mininni 2007; Brandenburg
2009).

2 HELICAL TURBULENCE AND α EFFECT

2.1 Forced turbulence simulations

Throughout this paper we consider hydromagnetic turbulence in
the presence of a mean magnetic field B0 using triply periodic
boundary conditions. The total magnetic field is written as B0 +
∇ × A, where A is the magnetic vector potential. We employ an
isothermal equation of state where the pressure is proportional to
the density, p = ρc2s , with cs being the isothermal sound speed. The
governing evolution equations for logarithmic density ln ρ, velocity
U, together with A, are given by
d ln ρ

dt
= −∇ · U, (1)

dU
dt

= J × (B0 + B)/ρ + f + Fvisc − c2s∇ ln ρ, (2)

∂A
∂t

= U × (B0 + B)+ η∇2A, (3)

where B0 + B is the total magnetic field, but since B0 = const
it does not enter in the mean current density, which is given by
J = ∇ × B/μ0, whereμ0 is the vacuum permeability. Furthermore,
d/dt = ∂/∂t +U · ∇ is the advective derivative, Fvisc =
ρ−1∇ · 2ρνS is the viscous force, ν is the kinematic viscosity,
Sij = (1/2)(U i,j + U j,i) − (1/3)δij ∇ · U is the traceless rate of
strain tensor and f is a random forcing function consisting of plane
transversal waves with random wavevectors k such that |k| lies in a
band around a given forcing wavenumber kf . The vector k changes
randomly from one time-step to the next. This method is described
for example in Haugen, Brandenburg & Dobler (2004). The forcing
amplitude is chosen so that the Mach number Ma= urms/cs is about
0.1.
We consider a domain of size Lx × Ly × Lz. We use Lx = Ly =

Lz = 2π/k1 in all cases. Our model is characterized by the choice
of magnetic Reynolds and Prandtl numbers, defined here via

Rm = urms/ηkf, Pm = ν/η. (4)

We start the simulations with zero initial magnetic field, so the field
is entirely produced by the imposed field. The value of the magnetic
field will be expressed in units of the equipartition value

Beq = 〈μ0ρu2〉1/2. (5)

We consider values ofB0/Beq from 0.06 to 20 alongwith amagnetic
Reynolds number of about 26, adequate to support dynamo action.

2.2 α from the imposed-field method

The present simulations allow us to determine directly the α effect
under the assumption that the relevant mean field is given by volume
averages, denoted here by angular brackets. Given that the magnetic
field is written as B = ∇ × A where A is also triply periodic, we
have 〈B〉= 0.We can determine the volume-averaged electromotive
force:

〈E〉 = 〈E〉(t) ≡ 〈u × b〉, (6)

where u = U − 〈U〉 and b = B are the fluctuating components of
velocity and magnetic field, and 〈B〉 = 〈∇ × A〉 = 0.
For mean fields defined as volume averages, and because of

periodic boundary conditions, we have 〈J〉 =0. Under isotropic
conditions there is therefore only the α effect connecting 〈E〉 with
B0 via 〈E〉 = αimpB0, so

αimp = 〈E〉 · B0/B
2
0 . (7)

In all cases reported below we assume B0 = (B0, 0, 0). Note that
∇ × 〈E〉 = 0 and therefore our time-constant imposed field is
self-consistent.

2.3 α from the test-field method

A favoured method of determining the full αij tensor is by using the
test-field method (Schrinner et al. 2005, 2007), where one solves,
in addition to equations (1)–(3), a set of equations. In the special
case of volume averages this set of equations simplifies to

∂aq

∂t
=U × bq + u × (B0 + B

q )+ u × bq − u × bq + η∇2aq ,

(8)

where bq = ∇ × aq with q = 1 or 2 denotes the response to each
of the two test fields B

q . Throughout this paper, overbars denote
planar averages. Later we consider arbitrary planar averages and
denote their normals by superscripts, but here we restrict ourselves
to xy averages. We use two different constant test fields:

B
1 = (B, 0, 0), B

2 = (0,B, 0), (9)

where B = const is the magnitude of the test field, but its actual
value is of no direct significance, because the B factor cancels in
the calculation of α.
However, given that the test-field equations are linear in bq, this

field can grow exponentially due to dynamo action. When |bq|
becomes larger than about 20 times the value ofB, the determination
of α becomes increasingly inaccurate, so it is advisable to reset bq to
zero in regular intervals (Sur, Brandenburg & Subramanian 2008).
We calculate the corresponding values of the electromotive force
〈E〉q = 〈u × bq〉 to determine the components
αiq = 〈E〉q

i /B. (10)

This corresponds to the special case k = 0 when considering
sinusoidal and cosinusoidal test functions described elsewhere
(Brandenburg, Rädler & Schrinner 2008a).
Even though the test-field equations themselves are linear, the

flow field is affected by the actual magnetic field (which is differ-
ent from the test field), so the resulting α tensor is being affected
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(‘quenched’) by the magnetic field. This was successfully demon-
strated in Brandenburg et al. (2008b), where αij takes the form

αij = α1δij + α2B̂i B̂j . (11)

Here B̂ = B/|B| is the unit vector of the relevant mean magnetic
field. In the induction equation the α effect occurs only in the
combination

αijBj = (α1 + α2)Bi, (12)

and this is also what is determined by the imposed-field method,
but it is different from the mean values of the components of the
αij tensor. On the other hand, in the case of a passive vector field it
is the mean components of αij rather than the components of αijBj

that are of immediate importance (Tilgner & Brandenburg 2008).

2.4 α in the presence of meso-scale fields

The relevant mean field may not just be the imposed field with
wavenumber k = 0, but it may well be a field with wavenumber k =
k1. Such a field would vanish under volume averaging, but it would
still produce finite values of 〈B̂i B̂j 〉. For the diagonal components
of 〈αij〉 we can write
〈αxx〉 = α1 + εxα2, 〈αyy〉 = α1 + εyα2, (13)

where the factors

εx = 〈B̂2
x 〉 and εy = 〈

B̂2
y

〉
(14)

quantify the weight of the α2 term. For a purely uniform field
pointing in the x direction we have εx = 1 and εy = 0, while for
a Beltrami field of the form B = (cos kz, sin kz, 0) we have εx =
εy = 1/2.
In practice we will have a mixture between the imposed field

(below sometimes referred to as large-scale field) and a dynamo-
generated magnetic field with typical wavenumber k = k1 (below
sometimes referred to as meso-scale magnetic field). The solution
to the test-field equations, bq, can also develop meso-scale fields
with wavevectors in the x or y directions, but not in the z direc-
tion, because that component is removed by the term u × bq in
equation (8). Table 1 highlights the difference between imposed,
meso-scale and test fields. We denote the ratio of the strengths of
imposed and meso-scale fields as β = B0/B1 and distinguish three
(and later four) different cases, depending on the direction of the
wavevector of the Beltrami field.
The first case is referred to as the X branch, because the wavevec-

tor of the Beltrami field points in the x direction. To calculate εx
there is, in addition to the imposed field B0, a Beltrami field B1(0,
cos kx, sin kx), which does not have a component in the x direction.
Thus, Bx = B0, and since B = (B0, B1 cos kx, B1 sin kx), we have
B2 = B2

0 + B2
1, so εx = B̂2

x = B2
0/(B2

0 + B2
1 ), or εx = β2/(1 + β2).

Likewise, with By = B1 cos kx we find for the volume average or,
in this case, the x average 〈B2

y〉 = B2
1/2, so εy = 1/[2(1 + β2)].

The next case is referred to as the Y branch, because the wavevec-
tor of the Beltrami field points in the y direction. Thus, we have

Table 1. Overview of the different types of fields and their meaning.

Field Symbol Magn Induct. eqn Test-field eqn

Imposed field B0 B0 Yes Yes
Meso-scale field B B1 Yes –
Test field B

q B – Yes
Test field response bq – Yes

Figure 1. Plot of the integrals I 1(β) and I 2(β).

B = (B0 + B1 sin ky, 0, B1 cos ky), so B2 = B2
0 + 2B0 B1 sin ky

+ B2
1. This is no longer independent of position, so the volume av-

erage or, in this case, the y average has to be obtained by integration.
Thus, we write εx = I 1(β) where we have defined

I1(β) =
∫ 2π

0

(β + sin θ )2

β2 + 2β sin θ + 1
dθ =

{
1/2 β2 ≤ 1,
1− 1/2β2 β2 > 1,

where θ = ky has been introduced as dummy variable. Since By =
0 in this case, we have εy = 0.
Finally, for the Z branch, where the wavevector of the Beltrami

field points in the z direction, we have B = (B0 + B1 cos kz, B1
sin kz, 0), we find εx = I 1(β) and εy = I 2(β) with

I2(β) =
∫ 2π

0

cos2 θ

β2 + 2β cos θ + 1
dθ
2π

=
{
I0(β) β2 < 1,
I0(β)/β2 β2 > 1,

where I 0(β) = (1 + β2)/[2(1 − β2)] and θ = kz has been used
as a dummy variable. A graphical representation of the integrals
is given in Fig. 1 and a summary of the expressions for εx(β) and
εy(β) as well as εx(0) and εy(0) for the X, Y and Z branches is given
in Table 2. The singularity in I 0(β) could potentially affect αyy.
However, the results shown below show that, at least for stronger
fields, α2 goes to zero near the singularity of I 0(β) such that αyy
remains finite.

3 RESULTS

We have performed simulations for values of B0 in the range
0.06 ≤ R1/2

m B0/Beq ≤ 20 for Rm ≈ 26 and Pm = 1. In all cases
we use kf/k1 = 3, which is big enough to allow a meso-scale mag-
netic field of wavenumber k1 to develop within the domain; see
Fig. 2. We did not initially anticipate the importance of the meso-
scale fields. Different runs were found to exhibit rather different
behaviour which turned out to be related to their random position-
ing on different branches.We used the existing results from different
branches as initial conditions for neighbouring values of B0.
In this paper, error bars are estimated from the averages obtained

from any of three equally long subsections of the full time series.

Table 2. Summary of the expressions for εx(β) and εy(β) as well as εx(0)
and εy(0) for the X, Y and Z branches.

Branch εx(β) εy(β) εx(0) εy(0)

X β2/(1 + β2) 1/[2(1 + β2)] 0 1/2
Y I 1(β) 0 1/2 0
Z I 1(β) I 2(β) 1/2 1/2
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Figure 2. Visualization of Bz on the periphery of the computational domain for the X branch and Bx for the Y, Z and YZ branches. The coordinate directions
are indicated on the first panel.

The error bars are comparable with the typical scatter of the data
points, but they are not shown because they would make the figure
harder to read. Note that the results in this section consider saturated
fields. The opposite case will be considered in Section 4.

3.1 Different branches

The resulting values of α are shown in Fig. 3. For strong imposed
magnetic fields, RmB2

0/B
2
eq > 1, the resulting dependence of α on

B0 obeys the standard catastrophic quenching formula for the case
of a uniform magnetic field (Vainshtein & Cattaneo 1992):

αfit = α0

1+ R̃mB
2
/B2

eq

(for B = B0 = const only), (15)

where α0 = −(1/3) urms is the relevant kinematic reference value for
fully helical turbulence with negative helicity andRm > 1 (Sur et al.
2008). We treat R̃m as an empirical fit parameter that is proportional
toRm and find that R̃m/Rm ≈ 0.4 gives a reasonably good fit; see the
dash–dotted line in Fig. 3. The existence of such an empirical factor
might be related to fact that the relevant quantity could be the width
of the magnetic inertial range, and that this is not precisely equal to
Rm. For RmB2

0/B
2
eq > 1, a similar result is also reproduced using

the test-field method, although αxx is typically somewhat larger than
αimp.
For weak imposed magnetic fields, RmB2

0/B
2
eq < 1, apparent

discrepancies are found between the imposed-field method and the
test-field method. In fact, in the graphical representation in Fig. 3
the results can be subdivided into four different branches that we
refer to as branches X, Y, Z and YZ. These names have to do
with the orientation of a dynamo-generated magnetic field. These
dynamo-generated magnetic fields take the form of Beltrami fields
that vary in the x, y and z directions for branches X, Y and Z,
while for branch YZ the field varies both in the y and z directions.
Earlier work without imposed fields has shown that branch YZ can
be accessed during intermediate times during the saturation of the
dynamo, but it is not one of the ultimate stable branches X, Y or Z.
Branches Y and Z show the sudden onset of suppression of αimp

for weak magnetic fields. This has to do with the fact that for weak
imposed magnetic fields a dynamo-generated field of Beltrami type
is being generated. Such fields quench the α effect, even though they
do not contribute to the volume-averaged mean field. On branch
YZ the α effect is only weakly suppressed, while on branch X the
imposed field αimp increases with decreasing values of B0.
The test-field method reveals that on branches X, Y and YZ the

αyy component is nearly independent of B0, and always larger than
the αxx component. However, on branch Z and for RmB2

0/B
2
eq < 1

we find that αxx = αyy and only weakly suppressed.

Figure 3. Volume-averaged values of αimp, αxx and αyy. A tilde indicates
that the values are normalized by α0, i.e. α̃imp = αimp/α0 (solid line), α̃xx =
〈αxx〉/α0 (dashed line), α̃yy = 〈αyy〉/α0 (dotted line) and α̃fit = αfit/α0
(thick grey line, but only shown in the second panel). The two open symbols
in the top panel indicate that the values of αxx/α0 are negative.

A comment regarding the discontinuities in Fig. 3 near RmB2
0/

B2
eq = 1 is here in order. The systems considered here are in sat-

urated states. To the left of the discontinuities the system has a
saturated meso-scale dynamo, while to the right there is none.
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Intermediate states are simply not possible. Hence, the disconti-
nuities are caused by the effects of the meso-scale magnetic fields
on urms and thus on Rm.

3.2 Relation to α1 and α2

In the following we will try to interpret the results presented above
in terms of equation (11) and determine α1 and α2 for the different
branches. For small values of B0, a magnetic field with k = k1 and
hence a finite planar average can develop. Compared with the large-
scale field B0, we refer to this dynamo-generated field as meso-scale
magnetic field. As demonstrated in Brandenburg (2001), three types
of such mean fields are possible in the final saturated state. These
fields correspond to Beltrami fields of the form

B
(x)

B1
=

⎛
⎜⎝
0
cx

sx

⎞
⎟⎠,

B
(y)

B1
=

⎛
⎜⎝

sy

0
cy

⎞
⎟⎠,

B
(z)

B1
=

⎛
⎜⎝

cz

sz

0

⎞
⎟⎠, (16)

where cξ = cos (k1ξ + φ) and sξ = sin (k1ξ + φ) denote cosine
and sine functions as functions of ξ = x, y or z, with an arbi-
trary phase shift φ.1 The precise value of B1 emerges as a result
of the simulation, but based on simulations in a periodic domain
(Brandenburg 2001) we know that B1/Beq should be about
(kf/k1)1/2 times the equipartition value. This is also confirmed by
the present calculations.
Let us now discuss separately the different branches. As can be

seen from Fig. 4, the weak-field regime is characterized by the
presence of meso-scale magnetic fields that vary either in the x
direction (the X branch), the y direction (Y branch), the z direction
(Z branch) or in both the y and z directions (YZ branch).
In order to get some idea about the valuesα1 and α2 on the various

branches, we consider two limiting cases. For strong imposed fields,
β → ∞, the results lie formally on the YZ branch, because such a
field has only very little variation in the x direction. However, 〈B̂i B̂j 〉
will be dominated only by the uniform field in the x direction, so
we have εx = 1 and εy = 0; see Section 2.3. This means that
α̃imp = α̃xx = α̃1 + α̃2 and α̃yy = α̃1, so we can calculate

α̃1 = α̃yy, α̃2 = α̃imp − α̃yy, (17)

where a tilde indicates normalization by α0. For weak imposed
fields, β → 0, we can calculate α̃1 and α̃2 on the X branch by using
the relations

α̃xx = α̃1, (18)

α̃yy = α̃1 + 1
2
α̃2, (19)

α̃imp = α̃1 + α̃2. (20)

However, on the X branch α̃xx is ill determined, as seen in Fig. 3
and discussed in Section 4.1. Therefore, we use only equations (19)
and (20) to calculate

α̃1 = 2α̃yy − α̃imp, α̃2 = 2α̃imp − 2α̃yy . (21)

For the Y, Z and YZ branches, on the other hand, these relations
have to be substituted by

α̃1 = 2α̃xx − α̃imp, α̃2 = 2α̃imp − 2α̃xx . (22)

1 Unlike the case considered by Brandenburg et al. (2008b), here the test
field has k = 0, and there is no relative phase to be considered.

Figure 4. Root-mean-square values of themeanmagnetic fields as functions
of the imposed field for turbulence with Rm = 26 for the X, Y, Z and YZ
branches in the same order as in Fig. 3. Diamonds, triangles and squares
denote B

(x)
, B

(y) and B
(z), respectively.

The resulting values of α̃1 and α̃2 are plotted in Fig. 5 for
each of the four branches. On the Y branch one can, as a test, also
use the independent relation α̃1 = α̃yy . The resulting values are
about 50 per cent larger than the values shown in Fig. 5, suggesting
that there could be additional contributions in the simplified
relation α̃yy = α̃1. On the Z branch, of course, α̃xx = α̃yy , so here
too we have to use the equations (22).
In all cases we find that α̃ is quenched by α̃1 and α̃2 having

opposite signs and their moduli approaching each other. This is
particularly clear in the case of strong fields where α̃1 and −α̃2
become indistinguishable, while each of them is still increasing.We
note that the turbulence itself is not strongly affected (Brandenburg
& Subramanian 2005a). On the Y and Z branches both α̃1 and α̃2 are
of order unity, but on the X branch they can reach rather large values
when the imposed field is weak. The behaviour on the YZ branch is
somewhat unsystematic, suggesting that this branch is really just the
result of a long-term transient, as was already found in the absence
of an imposed field (Brandenburg 2001). However, we decided not
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Figure 5. Dependence of α1 and α2 on B0 for the X, Y, Z and YZ branches
in the same order as in Fig. 3.

to discard this branch, because it is likely that transient solutions
on this branch may become even more long-lived as the magnetic
Reynolds number is increased further.

3.3 Enhancement of αimp in the field-aligned case

The suppression of α = α1 + α2 by the magnetic field is not surpris-
ing. What is unexpected, however, is the dramatic enhancement of
both α1 and−α2 for weak imposed fields and equipartition-strength
meso-scale fields that vary in the x direction (the field-aligned case
or X branch). In this case the interactions of the current density asso-
ciated with the Beltrami field and the imposed field generate a force
varying along x, perpendicular to the components of the meso-scale
Beltrami field. This generates a meso-scale velocity that in turn
damps the Beltrami field, resulting in the slower rise in B

(x) as
B0/Beq is decreased. Further, the cross-product of the meso-scale
velocity field with the Beltrami field generates a large-scale elec-
tromotive force in the x direction. This is seen both in αimp and in
αxx. A rough estimate of this electromotive force can be obtained

by considering the fields

B0 =

⎛
⎜⎝

B0

0
0

⎞
⎟⎠, B1 = B1

⎛
⎜⎝

0
cos kx

sin kx

⎞
⎟⎠, (23)

so that μ0 J1 = −kB1, where subscript 1 denotes meso-scale fields.
The meso-scale current density and the imposed field will generate
a meso-scale Lorentz force which will drive a meso-scale velocity
field U1. We estimate U1 by balancing

J1 × B0/ρ + νt∇2U1 ≈ 0, (24)

where ν t is the turbulent viscosity. We therefore expect that U1 will
saturate for

U1 = B0B1/ρμ0

νtk

⎛
⎜⎝

0
sin kx

− cos kx

⎞
⎟⎠. (25)

This velocity field will generate an E0 parallel to B0 in conjunction
with B1:

E0 ≡ 〈U1 × B1〉 = αmesoB0, (26)

with αmeso = B2
1/(ρμ0ν tk). We then expect the total αimp to be

αimp = α + B2
1/ρμ0

νtk
. (27)

Normalizing by α0 = −urms/3 and assuming ν t ≈ urms/3kf we find
for small imposed field and a meso-scale dynamo that varies along
x:

αimp

α0
≈ 1+ 9

kf

k1

(
B1

Beq

)2

. (28)

Given that kf/k1 = 3 and noting that B1/Beq reaches values up
to 1.2, we find that αimp/α0 ≈ 40, which is still somewhat below
the actual value of 53; see the top panel of Fig. 3. The remaining
discrepancy may be explicable by recalling that the actual value
of ν t may well be reduced due to the presence of an equipartition-
strength magnetic field.

3.4 Comment on wavenumber dependence

In previous work on the test-field method we used test fields with
wavenumbers different from zero. It turned out that in the kinematic
regime, α is proportional to 1/[1 + a(k/kf )2], where a = 0.5, . . . ,
1 (Brandenburg et al. 2008a; Mitra et al. 2009). It was shown that
the variation of α with k represents non-locality in space. In order
to get some idea about the dependence of αxx and αyy on k in the
present case we compare in Table 3 the results for k = k0 with
those for k = 0. It turns out that both values decrease by 30 per
cent on the X branch, and increase by less than 10 per cent on the
Z branch.

Table 3. Examples of the dependence of α̃xx and α̃yy on the wavenumber
k of the test field. Note that the field strength is different in both cases.

Branch k/k0 α̃xx α̃yy R
1/2
m B0/Beq

X 0 0.72 ± 0.14 0.51 ± 0.16 0.06
1 0.61 ± 0.02 0.37 ± 0.01 0.06

Z 0 0.34 ± 0.02 0.32 ± 0.02 0.2
1 0.35 ± 0.01 0.35 ± 0.02 0.2
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The k dependence for the Z branch is minor, although one would
have expected a small decrease rather than an increase. Neverthe-
less, within error bars, this result is possibly still compatible with
the dependence in the kinematic case. For the X branch the error
bars for k = 0 are larger. This is because of the strong interaction
between the imposed uniform field and a Beltrami field varying
along the same direction, as discussed in Section 3.3. It is therefore
not clear whether the k dependence is here significant and how to
interpret it.

4 RESETTING THE FLUCTUATIONS

4.1 Effectiveness of resetting the fields

The evolution equations used both in the imposed-field method
and in the test-field method allow for dynamo action. This led
Ossendrijver et al. (2002) and Käpylä et al. (2006) to the technique
of resetting the resulting magnetic field in regular intervals. This
method is now also routinely used in the test-field approach (Sur
et al. 2008), and we have also used it throughout this work. The
lack of resetting the magnetic field may also be the main reason for
the rather low values of α found in the recent work of Hughes &
Proctor (2009); see the corresponding discussion in Käpylä et al.
(2009b).
In this section we employ the method of resetting B to obtain

better estimates for α for weak imposed fields, and to compare
this with results from the test-field method. The result is shown in
Fig. 6 where we show the dependence of αimp on B0 and on the
reset interval 
t . We note that, in units of the turnover time, the
reset interval 
turmskf has a weak dependence both on B0 and 
t ,

Figure 6. Dependence of αimp (solid lines) and αfit (dotted lines) on the
imposed field strength with fixed reset time 
turmskf = 50, . . . , 70 (upper
panel) and the dependence of αimp on the reset time for R

1/2
m B0/Beq = 0.1

(lower panel). In all cases we have Rm ≈ 30.

Table 4. Comparison of the results for α̃xx and α̃yy for two differ-
ent reset times 
t for the examples of the X and Z branches with
R
1/2
m B0/Beq = 0.2. The reset time is normalized by the inverse

turnover time (urmskf )−1.

Branch 
turmskf α̃xx α̃yy

X 25 −0.08 ± 0.13 0.54 ± 0.02
50 −0.98 ± 0.09 0.70 ± 0.04

Z 25 0.34 ± 0.02 0.32 ± 0.02
50 0.32 ± 0.01 0.33 ± 0.03

because small values of B0 and 
t quench urms only weakly. The
resetting technique has eliminated the branching for weak fields.
For weak fields we find that the value of αimp is slightly below
α0, but this is partly because for finite scale separation there is an
additional factor (1 + k2f /k

2
1)−1 ≈ 0.9 (Brandenburg et al. 2008a).

The actual value of αimp is somewhat smaller still, which may be
ascribed to other systematic effects.
It turns out that over a wide range of reset intervals the resulting

values of αimp are not dependent in a systematic way on the reset
interval (see also Mitra et al. 2009), although it is clear that the
error bars increase for larger values of 
t . The same is true for the
values of αxx and αyy obtained using the test-field method, except
for the case of weak fields on the X branch where the values of αxx
are ill determined; see Table 4, where we compare the values of αxx
and αyy for two different reset times in the case where αxx is found
to change sign (R1/2

m B0/Beq ≈ 0.2). The increasing fluctuations
for longer reset intervals occur as the system exits the kinematic
regime. It might therefore be possible to find indicators of when the
kinematic regime has been exited and resetting becomes necessary.
However, we have not pursued this further in this work.
For even larger values of 
t there is enough time for the meso-

scale magnetic field to develop. An example is shown in Fig. 7
where 18 intervals of length 
turmskf = 270 are shown. For half
of these intervals the wavevector of the Beltrami field begins to
develop in the x direction, so αimp is heading toward the X branch.
In the other half of these cases the magnetic field is weak and αimp
lies on one of the other branches. None of these cases reproduce the
correct kinematic value of α, because we are not really considering
a kinematic problem in this case. This underlines the importance of
choosing reset intervals that are not too long.
Our results support the hypothesis that the precise value of the

reset time interval is not critical except for the field-aligned case

Figure 7. Time series of αimp for 
turmskf = 270 with R
1/2
m B0/Beq =

0.1. The reset intervals are indicated by dotted vertical lines. In all cases we
have Rm ≈ 30.
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where the diagonal components of the αij tensor are large and quite
uncertain, as indicated also by the large error bars. The sign change
found for αxx at low or intermediate field strengths might therefore
not be real.

4.2 Time averaging in the test-field method

We have already demonstrated that the length of the reset interval
is not critical for the value of α, but longer reset times tend to lead
to larger errors. In the present section we demonstrate this for the
test-field method using the idealized case where the turbulent flow
velocity is replaced by simple stationary flow given by the equation

U = kfϕ ẑ + ∇ × (ϕ ẑ), (29)

with

ϕ = ϕ(x, y) = u0 cos k0x cos k0y, (30)

which is known as the Roberts flow.
When the magnetic Reynolds number exceeds a certain critical

value of around 60, some kind of dynamo action of bq commences.
This type of dynamo is often referred to as small-scale dynamo ac-
tion (Brandenburg et al. 2008b; Sur et al. 2008; Cattaneo & Hughes
2009), but this name may not always be accurate. In the case of the
Roberts flow therewould be no such dynamo action if thewavenum-
ber of the test field is zero, k = 0, as assumed here. However, for
k = k0, for example, dynamo action for the test-field equation is
possible. The test fields are therefore chosen to be

B
1

B =

⎛
⎜⎝
cos kz

0
0

⎞
⎟⎠,

B
2

B =

⎛
⎜⎝
sin kz

0
0

⎞
⎟⎠, (31)

B
3

B =

⎛
⎜⎝

0
cos kz

0

⎞
⎟⎠,

B
4

B =

⎛
⎜⎝

0
sin kz

0

⎞
⎟⎠, (32)

see Sur et al. (2008). Since now the mean fields are also functions
of z, the term u × bq cannot be omitted in equation (8).
As stressed by Brandenburg et al. (2008a), in the expression for

the electromotive force there is in general also a contribution E0
that is independent of the mean field. Given that test fields B

q are
independent of time, we have

Eq (z, t) = Eq

0 (z, t)+ α(z)Bq (z)− ηt(z)μ0 J
q (z), (33)

where overbars denote xy averages (not volume averages), so there is
also a term ηtμ0 J

q , where ηt is the turbulent magnetic diffusivity.
We have assumed that α and ηt are independent of time, and in
this case they are also independent of z. The Eq

0 (z, t) term can be
eliminated by averaging over time, i.e. 〈Eq

0〉 = 0, so

〈Eq〉 = αB
q − ηtμ0 J

q
. (34)

In Fig. 8 we show the evolution of α for the Roberts flow with
Rm = 65 and 55. In the case with Rm = 65 there are exponentially
growing oscillations corresponding to a wave travelling in the z
direction. In general such fields can be a superposition of waves
travelling in the positive and negative z directions. It is seen quite
clearly that the running time average is stable and well defined. The
results for Rm = 65 and 55 are close together (α/α0 = 0.096 and
0.090, respectively), suggesting continuity across the point where
dynamo action sets in. This supports the notion that averaging over
time is a meaningful procedure.

Figure 8. Plot of the instantaneous α for Rm = 65 (upper panel) and Rm =
55 (lower panel). In both cases running means are overplotted and converge
to nearly the same value of about −0.096 in the upper panel and −0.090 in
the lower one. The envelope functions are well described by exponentials
and are also overplotted. Note, however, the different scales on the ordinate
of both panels. The dash–dotted line shows the zero level.

5 CONCLUSIONS

The present simulations have shown that the imposed-field method
leads to a number of interesting and unexpected results. For imposed
fields exceeding the value R−1/2

m Beq one recovers the catastrophic
quenching formula of Vainshtein & Cattaneo (1992); see equa-
tion (15). We emphasize once more, however, that this formula is
only valid for completely uniform large-scale fields in a triply peri-
odic domain. This is clearly artificial, but it provides an important
benchmark.
A number of surprising results have been found for weaker fields

of less than R−1/2
m Beq. In virtually none of those cases does the

imposed-field method recover the kinematic value of α. Instead,
αimp can attain strongly suppressed values, but it can actually also
attain strongly enhanced values. This is caused by the unavoidable
emergence of meso-scale dynamo action. In principle, such meso-
scale dynamo action could have been suppressed by restricting
oneself to scale-separation ratios, kf/k1, of less than 2 or so. This
was done, for example, in some of the runs of Brandenburg &
Subramanian (2005a). In the present case of a triply periodic box,
four different magnetic field configurations can emerge. The first
three correspond to Beltrami fields, where the wavevector points
in one of the three coordinate directions. The fourth possibility is
also a Beltrami field, but one that varies diagonally in a direction
perpendicular to the direction of the imposed field. The latter was
found to be unstable in the absence of an imposed field, but they
can be long-lived in the present case of an imposed field.
In this paper, we have used the term meso-scale fields to refer

to the Beltrami fields naturally generated by the helicity-driven dy-
namo in our system. A more general definition of meso-scale fields
would encompass all fields that break isotropy, average to zero,
and yet do not time-average to zero. In the absence of such fields,
mean-field theory can be applied in a straightforward manner. This
is indeed the case that one is normally interested in. However, when
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such meso-scale fields exist, they must be understood for determin-
ing turbulent transport coefficients, because those coefficients apply
then to the particular case of saturated meso-scale fields.
The results obtained with the imposed-field method reflect cor-

rectly the circumstances in the non-linear case where the α effect is
suppressed by dynamo-generatedmeso-scalemagnetic fieldswhose
scale is smaller than that of the imposed field, but comparable to
the scale of the domain. Especially in the case of closed or peri-
odic domains the resulting α is catastrophically quenched, which
is now well understood (Blackman & Brandenburg 2002; Field &
Blackman 2002). This effect is particularly strong in the case where
one considers volume averages, and thus ignores the effects of tur-
bulent magnetic diffusion. With magnetic diffusion included, both
α and ηt have only a mild dependence on Rm (Brandenburg et al.
2008b). However, astrophysical dynamos are expected to operate
in a regime where magnetic helicity fluxes alleviate catastrophic
quenching; see Brandenburg & Subramanian (2005b) for a review.
Determining the nature of the dynamomechanism is an important

part in the analysis of a successful simulation showing large-scale
field generation. Our present analysis shows that meaningful results
for α can be obtained using either the imposed-field or the test-field
methods provided the departure of the magnetic field from B0 is
reset to zero to eliminate the effects of dynamo-generated meso-
scale magnetic fields. Conversely, if such fields are not eliminated,
the results can still be meaningful, as demonstrated here, but they
need to be interpreted correspondingly and bear little relation to
the imposed field. On the other hand, for strong imposed magnetic
fields (RmB2

0/B
2
eq > 1), meso-scale magnetic fields tend not to

grow, so the resetting procedure is then neither necessary nor would
it make much of a difference when the test-field method is used.
However, when the imposed-field method is used, the resetting
of the actual field reduces the quenching of urms. This affects the
normalizations of B0 and αij with Beq and α0, respectively, because
both are proportional to urms.2
Throughout this paper we have considered relatively moderate

values of Rm, but we computed a large number of different simula-
tions. In the beginning of this study we started with larger values of
Rm and found that the resulting αimp seemed inconsistent. In hind-
sight it is clear what happened: the few cases that we had in the
beginning were all scattered around different branches. Only later,
by performing a large number of simulations at smaller values of
Rm it became clear that there are indeed different branches. This
highlights the importance of studying not just one or a few mod-
els of large Rm, but rather a larger systematic set of intermediate
cases of moderate Rm where it is possible to understand in detail
what is going on. It will be important to continue exploring the
regime of larger Rm, and we hope that the new understanding that
emerged from studying cases of moderate Rm proves useful in this
connection. According to the results available so far, we can say
that for larger values of Rm the turbulent transport coefficients are
only weakly affected (see Brandenburg et al. 2008b, for Rm ≤ 600)
for fields of equipartition strength, or not affected at all (Sur et al.
2008, for Rm ≤ 220) if the field is in the kinematic limit.
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ABSTRACT
Many astrophysical bodies harbor magnetic fields that are thought to be sustained
by a dynamo process. However, it has been argued that the production of large-scale
magnetic fields by mean-field dynamo action is strongly suppressed at large magnetic
Reynolds numbers owing to the conservation of magnetic helicity. This phenomenon
is known as catastrophic quenching. Advection of magnetic fields by stellar and galac-
tic winds toward the outer boundaries and away from the dynamo is expected to
alleviate such quenching. Here we explore the relative roles played by advective and
turbulent–diffusive fluxes of magnetic helicity in the dynamo. In particular, we study
how the dynamo is affected by advection. We do this by performing direct numer-
ical simulations of a turbulent dynamo of α2 type driven by forced turbulence in a
Cartesian domain in the presence of a flow toward the upper and lower borders of the
domain. Our results indicate that in the presence of advection the dynamo, otherwise
stationary, becomes oscillatory. We confirm an earlier result for turbulent–diffusive
magnetic helicity fluxes that for small magnetic Reynolds numbers (Rm . 200, based
on the wavenumber of the energy-carrying eddies) the magnetic helicity flux scales

less strongly with magnetic Reynolds number (Rm−1/2) than the term describing
magnetic helicity destruction by resistivity (Rm−1). Our new results now suggest that
for Rm & 200 there are different scalings. We show for the first time that the advective
magnetic helicity flux term becomes comparable to the resistive term for Rm & 1000,
which is necessary for alleviating catastrophic quenching.

Key words: magnetic fields — MHD — hydrodynamics – turbulence

1 INTRODUCTION

A theoretical framework for explaining the large-scale mag-
netic fields observed in many astrophysical bodies is mean-
field dynamo theory. Its basic idea is that the inductive ef-
fects of turbulent motions are able to amplify a weak mag-
netic field and maintain it on timescales longer than the
magnetic diffusion time (Moffatt 1978). Gradients in the
large-scale velocity field, like shear motions, can also con-
tribute significantly to the amplification of the magnetic
field. In mean-field dynamo theory the contribution of the
turbulent scales is parameterized through the electromotive
force which depends on the large-scale magnetic field as
well as its derivatives (Krause & Rädler 1980). The coef-
ficients in front of the magnetic field and its derivatives are
called turbulent transport coefficients. They can be either
turbulent–diffusive (with turbulent diffusion ∝ ηt) or non-
diffusive (e.g., the α effect or turbulent pumping).

? E-mail: fabio@nordita.org (FDS)

Under some approximations (e.g., in the low conductiv-
ity limit for small magnetic Reynolds number, Rm 6 1, or
in the high conductivity limit for small Strouhal number,
St 6 1), theories like the first order smoothing approxima-
tion are able to predict the functional form of the expres-
sions and the correct values of the coefficients. Within their
limits of validity, these results present a remarkably good
agreement with the computation of the transport coefficients
through direct numerical simulations (DNS); see, e.g., Sur
et al. (2008). However, not enough is known about the func-
tional form of these coefficients at large values of Rm (i.e.,
small values of the microphysical magnetic diffusivity) and
about the saturation process when the magnetic field be-
comes dynamically important. Understanding the behavior
of the dynamo in these regimes has remained an important
problem for several decades. Although many recent works
have contributed to understanding dynamo saturation at
large magnetic Reynolds numbers, more work is still nec-
essary to have a complete picture of the dynamo excitation
and saturation mechanisms.

Among the turbulent transport coefficients the α effect
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is particularly important, because it allows a closed dynamo
loop for regenerated both poloidal and toroidal magnetic
fields. It has been suspected, however, that in closed or triply
periodic domains the α effect can be strongly suppressed at
higher magnetic Reynolds numbers and might scale like α ∝
Rm−1 (Vainshtein & Cattaneo 1992; Cattaneo & Hughes
1996). An explanation for this was proposed by Gruzinov &
Diamond (1994), who used the α effect derived by Pouquet
et al. (1976), which has, in addition to the kinetic helicity
density, a contribution proportional to the current helicity
density. It is this quantity which builds up as the dynamo
saturates.

This is a consequence of magnetic helicity conservation
and can be explained as follows: the large-scale magnetic
field generated by the α effect is helical, but in order to sat-
isfy the conservation of total magnetic helicity, a small-scale
field with magnetic helicity of opposite sign, but equal mag-
nitude, must be generated in the system. The small-scale
magnetic helicity is responsible for the creation of a mag-
netic α effect (αM) which contributes with opposite sign to
the kinetic α. This basic idea led Kleeorin & Ruzmaikin
(1982) to propose the dynamical quenching model at a time
well before simulations saw any indications of catastrophic
quenching. Even nowadays the issue is quite unclear when
it comes to making predictions about the high-Rm regime.
The final amplitude that the magnetic α effect acquires de-
pends on the geometry of the system and on the value of
the magnetic Reynolds number. For highly turbulent as-
trophysical objects (high Rm) like the Sun or the Galaxy,
αM could get higher amplitudes decreasing the dynamo ef-
ficiency. However the dynamics of αM also depends on the
ability of the system to get rid of the small-scale magnetic
helicity responsible for its creation. In a closed or triply pe-
riodic domain, magnetic helicity annihilation depends criti-
cally on the microscopic magnetic diffusivity. This is a very
slow process given the scales and diffusivity values under
consideration. However, an obvious solution to this catas-
trophic (Rm-dependent) quenching is to allow the system
to get rid of helical small-scale magnetic fields.

In real astrophysical systems, this processes is generally
expected to happen in a number of different ways. Among
the various mechanisms for removing magnetic helicity from
the system we focus here on the role played by the turbulent–
diffusive magnetic helicity flux and by the presence of advec-
tive flows or winds. The role of these magnetic helicity fluxes
has been tested in the context of mean-field dynamo mod-
els through a dynamical equation for the magnetic α-effect
(Kleeorin et al. 2000; Brandenburg & Subramanian 2005;
Sur et al. 2007; Brandenburg et al. 2009; Guerrero et al.
2010; Chatterjee et al. 2011). These models have demon-
strated the importance of magnetic helicity fluxes in solving
the catastrophic quenching problem.

Verifying the validity of these results in DNS is more
complicated since obtaining higher Rm in the numerical
models requires high resolution and large computational re-
sources. Various attempts have, however, succeeded in veri-
fying the role of magnetic helicity conservation in the satura-
tion of the dynamo. For instance, Brandenburg (2001) stud-
ied the saturation in triply periodic helically forced dynamos
of α2 type. The role of open magnetic boundary conditions
for convective dynamos has been studied in Käpylä et al.
(2008, 2009, 2010). Mitra et al. (2010a) (hereafter MCCTB)

have verified the existence of turbulent–diffusive magnetic
helicity fluxes in α2 dynamo models in the presence of an
equator and Hubbard & Brandenburg (2010) (hereafter HB)
did the same for a dynamo region embedded inside a highly
conducting halo which provided a more realistic boundary
condition. In both cases it was found that a fit to a Fickian
diffusion law can account for this flux and that the diffusiv-
ity value is comparable to or below the value of the turbulent
magnetic diffusivity ηt. The resulting Fickian diffusion coef-
ficient was found to be approximately independent of Rm.
By considering a statistically steady state, and noting that
the local value of the magnetic helicity density was also sta-
tistically steady, their result became then also independent
of the gauge chosen to define the magnetic vector potential.

In addition, shear flows have been argued to be effec-
tive in alleviating catastrophic quenching (Vishniac & Cho
2001) and allowing significant saturation levels of the dy-
namo (Käpylä et al. 2008), although it appears now plausible
that their result could also be explained through a change in
the excitation conditions of the dynamo. Indeed, recent DNS
have failed to demonstrate the presence of the Vishniac-Cho
flux (Hubbard & Brandenburg 2011). Yet another possibil-
ity are advective magnetic helicity fluxes. In the context of
the galactic dynamo, alleviation of catastrophic quenching
thanks to a wind has been studied in mean-field models by
Shukurov et al. (2006) and Sur et al. (2007). Mitra et al.
(2011) studied the role of a wind in solar mean-field dynamo
models. The models studied in the present paper allow us to
compare with their results and to determine the importance
of magnetic helicity fluxes in the dynamical evolution of the
magnetic α-effect. To our understanding the study of advec-
tive fluxes in DNS of a dynamo is an outstanding problem.
With this paper we intend to close this gap.

We perform DNS leading to α2-type dynamo action in a
domain with kinetic helicity of opposite signs on both sides
of the equator. We use a relaxation term to include a large-
scale flow that advects the large-scale magnetic field. Fur-
thermore, we consider periodic boundary conditions in the
horizontal directions, zero-gradient conditions for the veloc-
ity and vertical field conditions for the magnetic field. In this
way we allow for the removal of magnetic helicity through
advection. For the sake of simplicity and to study these ef-
fects separately in a clear way, we do not include here large-
scale shear. Nevertheless the results presented here should
also be applicable in the context of the galactic dynamo
and, in principle, also to the solar dynamo, where large-
scale winds have been shown in mean-field models to play a
role in carrying magnetic helicity outside its bounds (Mitra
et al. 2011).

This paper is organized as follows. In Sect. 2 we de-
scribe the physical model considered here and present the
equations governing its evolution. In Sect. 3 we present the
results of the simulations. First we describe the properties
of the solutions without the wind. Next, we explore the ef-
fects that the wind has on the characteristics of the dynamo
solution. Finally we determine the magnetic helicity fluxes
present in the model and verify their balance with the pro-
duction terms to prevent the quenching of what corresponds
to the α effect in the corresponding mean-field description.
We conclude and summarize the results in Sect. 4.

c© 2002 RAS, MNRAS 000, 1–9
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2 THE MODEL

2.1 Governing equations

We use the Pencil Code 1 to solve the following set of com-
pressible hydromagnetic equations in an isothermal layer:

∂A

∂t
= U ×B − µ0ηJ , (1)

D ln ρ

Dt
= −∇ ·U + qρ, (2)

DU

Dt
= −c2s∇ ln ρ+

1

ρ
J ×B +

1

ρ
∇ · 2νρS+ fw + f , (3)

where D/Dt = ∂/∂t +U ·∇ is the advective derivative, A
is the magnetic vector potential, B = ∇ × A is the mag-
netic field, J = ∇ ×B/µ0 is the current density, µ0 is the
magnetic permeability, η and ν are magnetic diffusivity and
kinematic viscosity, respectively, cs = const is the sound
speed, U is the velocity, ρ is the density, S is the rate of
strain tensor given by

Sij = 1
2
(Ui,j + Uj,i)− 1

3
δij∇ ·U , (4)

where the commas denote derivatives, fw provides a forcing
for the wind [see Eq. (8) in 2.2], qρ is a source term in Eq. (2)
needed to replenish the resulting mass loss, f is a time-
dependent random δ-correlated forcing function of the form

f = f(x, t;σ(z)), (5)

where σ is related to its local helicity density,

〈f ·∇× f〉/〈kff2〉 = 2σ/(1 + σ2), (6)

and is chosen to vary like σ(z) = sin(2πz/Lz) with a sign
change across the equator at z = 0. This forcing drives tur-
bulence in a band of wavenumbers around k−1

f . The modula-
tion σ(z) of this forcing is similar to that used by Warnecke
et al. (2011) to simulate a sign change of helicity in forced
turbulence in a spherical wedge.

We consider a computational domain of size Lx ×Ly ×
Lz, with quadratic horizontal extent, Lx = Ly, using peri-
odic boundary conditions and a vertical extent that is twice
as big, Lz = 2Lx, with |z| 6 Lz/2 (i.e., −Lz/2 6 z 6 Lz/2)
and an equator at z = 0. Our boundary conditions are

Ux,z = Uy,z = Uz − Uw = Ax,z = Ay,z = Az = 0 (7)

on the top and bottom boundaries at z = ±Lz/2 ≡ ±ztop.
Uw is the wind profile, defined in Eq. (9). The lowest hori-
zontal wavenumber in the domain is k1 = 2π/Lx. In the fol-
lowing, we use k1 as our inverse length unit, so |k1z| 6 2π.
To eliminate boundary effects, we restrict most of the analy-
sis to a diagnostic layer, |z| 6 L∗ with k1L∗ = 3. For all our
runs we choose kf/k1 = 4, which is a compromise between
it being large enough to allow a large-scale magnetic field
to be generated and yet small enough to achieve sufficiently
large values of Rm.

We set cs to unity in the code, so our dimensionless time
is in units of the sound travel time, (csk1)

−1. However, the
relevant physics is not governed by compressibility effects,
so it is more natural to quote time in turnover times, i.e.,

1 http://pencil-code.googlecode.com/

we quote instead the value of turmskf . In most of the cases
reported below, the turbulent Mach number, Ma = urms/cs,
is around 0.1.

2.2 Generating the wind

The advective term, or wind, in our model is given by the
forcing function in Eq. (8),

fw = − 1

τw

[
U −Uw(z)

]
, (8)

where U is the horizontally averaged velocity field, and

Uw(z) = U0
z

ztop
(9)

is the wind profile that increases linearly toward the z
boundaries. The wind profile can be modified by the turbu-
lence and the magnetic field, but the original outflow profile
is restored on a timescale τw. The presence of a wind leads
to mass loss across the vertical boundaries with mass loss
rate that depends on U0.

Stellar winds are the main agents of mass loss in stars.
In a galactic environment it is possible to observe galactic
winds as well as galactic fountains. These mechanisms can be
driven by the explosions of supernovae in the galactic disc.
In this case a direct estimate of the mass loss rate is more
complicated, given also that it is expected to be very small.
However, to have stationary conditions, we keep the mass
in the domain constant using the source term qρ in Eq. (2).
This source term restores the density at each spatial point
of the domain to its initial value ρ0 on a timescale τs = τw.
Thus, analogously to Eq. (8) we write qρ = −τ−1

s (ln ρ −
ln ρ0).

We study the dependence of the model on the dimen-
sionless wind speed and the magnetic Reynolds number of
the turbulence,

SW =
∇ · Uw

urmskf
, Rm =

urms

ηkf
. (10)

In all cases, we use a magnetic Prandtl number of unity, i.e.,
ν/η = 1.

2.3 Magnetic helicity fluxes

In our model we expect two different kinds of magnetic he-
licity fluxes: those caused by the wind, i.e. advective mag-
netic helicity fluxes, and those due to turbulence in the pres-
ence of a mean gradient of the magnetic helicity density, i.e.
turbulent–diffusive magnetic helicity fluxes. To assess their
relative importance, we now consider the magnetic helicity
equation in the Weyl gauge which is used in Eq. (1), i.e.,

∂

∂t
A ·B = −2ηµ0J ·B −∇ ·F , (11)

where overbars denote averages over x and y and F =
E ×A is the total magnetic helicity flux, with E = ηµ0J −
U × B being the electric field. This equation is evidently
gauge-dependent; see for instance Candelaresi et al. (2011).
In particular, since A ·B is not a physical quantity, it could
drift – even in the steady state; see Fig. 2 of Brandenburg
et al. (2002) for an example. However, if A ·B is constant
in a particular gauge, then we have

∇ ·F = −2ηµ0J ·B, (12)
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4 F. Del Sordo, G. Guerrero and A. Brandenburg

where now ∇·F must be gauge-independent, because J and
B are gauge-invariant. This argument was invoked by MC-
CTB and HB to determine turbulent–diffusive contributions
to the magnetic helicity flux.

In the present work, we are interested in two contribu-
tions to h = A ·B, one from the mean fields, hm = A ·B,
and one from the fluctuating fields, hf = a · b. Their sum
gives the total mean magnetic helicity density, i.e., h =
hm + hf . Note, however, that only hf is the component di-
rectly relevant for the study of catastrophic quenching, be-
cause it is approximately proportional to the current helicity
density, j · b, which in turn determines the magnetic contri-
bution to the α effect. [The approximate proportionality of
magnetic and current helicities is non-trivial and will need to
be re-assessed below; see also Fig. 3 of MCCTB and Table 2
of HB for earlier examples.]

The evolution equation for hf is

∂hf

∂t
= −2E ·B − 2ηµ0 j · b−∇ ·F f , (13)

where, as mentioned above, we allow two contributions to
the flux of magnetic helicity from the fluctuating field F f :
an advective flux due to the wind, F f

w = hfUw, and a
turbulent–diffusive flux due to turbulence, modelled here
by a Fickian diffusion term down the gradient of hf , i.e.,
F f

diff = −κh∇hf . Here, E = u× b is the electromotive
force of the fluctuating field.

In the steady state, and if hf is then also constant (which
is not guaranteed to be the case because hf is a priori gauge-
dependent), we have

∇ ·F f = −2E ·B − 2ηµ0 j · b. (14)

Again, although ∇ · F f is in principle gauge-dependent, it
can now be determined by measuring E ·B and j · b, that are
manifestly gauge-independent quantities. This means that
∇ ·F f must be gauge-independent as well. We assume that
F f has a component only in the vertical direction, we can
obtain its z dependence through integration via

F fz =

∫ z

0

∇ ·F f dz
′. (15)

The assumption of only a z component of F f would break
down in the presence of shear, where cross-stream fluxes
with finite divergence are possible; see Hubbard & Bran-
denburg (2011).

For discussion of our results presented below, let us con-
trast our present simulations with those of MCCTB. In their
case, the outer boundary condition at z = ±Lz/2 was a per-
fect conductor (P.C.) one and the most easily excited mode
was antisymmetric about the midplane with dynamo waves
propagating toward the equator. This antisymmetry results
in permitting a flux of magnetic helicity through the equa-
torial plane and in this sense has the same effect as the ver-
tical field (V.F.) boundary condition. This, together with
the fact that the magnetic helicity density is antisymmet-
ric about the equator, is the reason why in their case the
turbulent–diffusive flux can play a measurable role. How-
ever, because F fz has vanishing vertical derivative at the
equator, ∇ ·F f = 0 at the equator. This is different in the
model of HB, in which the helicity is arranged to be sym-
metric about the midplane, which is therefore not an equa-
tor in the usual sense. Here the field is symmetric about

Table 1. Comparison of boundary conditions and other proper-

ties of the simulations of MCCTB and the present work.

MCCTB HB present work

boundary P.C. halo V.F.

F fz = 0 F fz 6= 0 F fz 6= 0

∇ ·F f 6= 0 ∇ ·F f = 0 ∇ ·F f = 0

equator/ antisymmetry symmetry symmetry

midplane (like V.F.) (like P.C.) (like P.C.)

F fz 6= 0 F fz = 0 F fz = 0

∇ ·F f = 0 ∇ ·F f 6= 0 ∇ ·F f = 0

the midplane, corresponding thus to a P.C. condition, and
thus ∇ ·F f 6= 0. The boundary conditions and their prop-
erties are summarized in Table 1 for MCCTB and HB and
compared with those used in the present work.

Unlike MCCTB, in the present work the V.F. condition
is applied on the outer boundaries, in which case the most
easily excited mode is symmetric about the equator with
dynamo waves travelling away from the midplane. This is
similar to a P.C. condition at the midplane, for which the
magnetic helicity flux vanishes. However, because hf is anti-
symmetric about the equator, it must have a turning point
there, so its second derivative vanishes so that ∇ ·F f = 0.

3 RESULTS

3.1 Model without advective flux

We begin by describing the results for a dynamo in the ab-
sence of an advective flux (SW = 0). The solution for this
particular setup is a steady magnetic field mainly concen-
trated around the equator of the domain, where the mag-
netic helicity changes its sign. In Figure 1 we show the By

and Bz components of the magnetic field in the saturated
phase of a model without wind and Rm = 206 (later referred
to as Model N3). Note that Bx = By = 0 on the top and
bottom boundaries, owing to the use of vertical-field bound-
ary conditions. Both of them, as well as Bz, do not show
any significant temporal change once brms has reached its
saturation value. This can be observed in the top panel of
Figure 2, where the vertical distribution of By is depicted
as a function of time.

3.2 Model with advective flux

Let us now turn to models in which a wind is included
(SW 6= 0). An example of the resulting wind profile as well
as the vertical distribution of urms is shown in Figure 3. Even
with just a weak wind the dynamo becomes oscillatory; see
Figure 2. Note that the cycle period decreases as the wind
speed is increased. We observe oscillatory solutions of even
parity, that is Bx and By are symmetric with respect to
the midplane z = 0, with dynamo waves migrating away
from z = 0. This is expected based on mean-field models in
similar setups (Brandenburg et al. 2009) provided the outer
boundary condition is a vacuum or vertical field condition,
as is the case here.

In Figure 4 we can see how the actual By(x, y, z, t),
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Figure 1. Visualization of By (left) and Bz (right) on the bor-

ders of the domain for model N3 in the saturated phase of the

simulation (t is time in turnover times).

Figure 2. Space-time diagrams of By for different wind intensi-

ties SW corresponding to Models N3, W3, M2, and S2 from top
to bottom. The time axes have been shifted such that for each

run about 1200 turnover times are being displayed. Note that the

cycle period decreases with increasing wind speed.

as opposed to its horizontal average By(z, t), evolves dur-
ing half a period in the saturated phase of the simulations,
changing gradually from negative to positive polarity. In Ta-
ble 2 we summarize important output parameters that char-
acterize the simulations and, in particular, details regarding
the magnetic helicity balance. Note that all table entries are
non-dimensionalized by normalizing with relevant quantities
such as Beq; see the table caption for details. Magnetic he-
licity and the various production terms are antisymmetric

Figure 3. Resulting vertical profile of Uz together with the

rms velocity as a function of height. Different lines correspond

to different times. In this case U0 = 0.015cs, corresponding to

SW = 0.0055.

about the midplane. Within the range |z| 6 L∗, all these
quantities vary approximately linearly with z. Therefore we
characterize their values by their slope. An appropriate nor-
malization is therefore k1ηt0B

2
eq. The numerical resolution

in the x direction, Nx, is given in the last column. This is
also the resolution used in the y direction, while that in the z
direction is always twice as large. Our resolution is increased
with increasing values of Rm, so the largest resolution used
in this paper is 1024× 1024× 2048 meshpoints.

As can be seen from the bottom panel of Figure 5,
the difference between total and turbulent–diffusive fluxes is
roughly constant with z, so that its divergence is small. This
shows that in this particular setup the turbulent–diffusive
magnetic helicity flux has actually no contribution in bal-
ancing the rhs of Eq. (14) to zero. This is different form the
case studied by HB, in which a finite magnetic helicity flux
across the equator was possible, playing thus a measurable
role; see Table 1.

To characterize the magnitude of the magnetic helicity,
we give its value averaged over the range |z| 6 L∗. To com-
pare this value with that from advective magnetic helicity
fluxes, we should multiply the table entry for ∇ ·F f by L∗,
which is about half the full vertical extent of the domain.
Note that ∇ ·F f and k1Fdiff

z are actually comparable, even

though Fdiff
z can have no effect in the present geometry and

gives zero divergence.
We recall that j · b and a · b are approximately pro-

portional to each other. This is also borne out by the
present simulations where k2

eff ≡ j · b/a · b is constant and
keff/kf ≈ 2. This confirms earlier findings of MCCTB and
HB, where a similar value of keff was found. Under isotropic
conditions, this ratio is approximately unity (Brandenburg
2001). However, for Model N3, the correlation between j · b
and a · b is poor, giving formally a negative value, so keff is
given as imaginary in Table 2.

The quantity j · b/kfB2
eq is systematically below unity,

suggesting that the dynamo can only be expected to produce

mean fields where B
2 ≈ B2

eq. Finally, we also give the values
of the flux divergence of the mean field ∇ ·Fm. These values
are typically about 10 times larger than the flux divergence
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6 F. Del Sordo, G. Guerrero and A. Brandenburg

Figure 4. Visualization of By (left) at six different times during the evolution of the system, for Model S3. It is visible its variability,

being this component of the magnetic field prevalently negative in the first snapshot and gradually turning positive in the others. Time

is given in turnover times and spans over half a cycle. On the right, Bz is visualized on the borders of the domain for model S3. It does

not show any relevant variability during its evolution.

Table 2. Characteristic output parameters of the simulations. Here, SW characterizes the wind speed, Brms is the rms value of the

mean field normalized by Beq, 2E ·B, 2η j · b, and ∇ ·F f give magnetic helicity production, dissipation, and flux divergence in units of

kfηt0B
2
eq, F

diff
z is the turbulent–diffusive magnetic helicity flux in units of ηt0B2

eq, characterized by the diffusion coefficient κf/ηt, keff is

normalized by kf , j · b is normalized by kfB
2
eq, and ∇ ·Fm is the flux divergence of the mean field in units of kfηt0B

2
eq. The strongest

outflows we examine are those of Models S1, S2 and S3, in which the maximum value of the wind speed is U0 ≈ 0.15 ·urms. Nx indicates

the number of mesh points in the x direction. (In all cases we have Ny = Nx and Nz = 2Nx.)

Model SW Rm Brms 2E ·B 2η j · b ∇ ·F f Fdiff
z κf/ηt keff j · b ∇ ·Fm Ma Nx

T1 0.0000 9 0.58 0.066 −0.069 0.004 0.007 −0.3± 0.7 1.22 −0.03 0.06 0.18 64

T2 0.0000 23 0.48 0.032 −0.035 0.004 0.002 −0.5± 0.4 1.16 −0.03 0.03 0.19 64

N1 0.0000 37 0.53 0.048 −0.047 0.001 0.004 0.1± 0.2 1.48 −0.07 0.05 0.15 64

N2 0.0000 81 0.58 0.023 −0.022 0.000 0.002 −0.0± 0.2 1.37 −0.07 0.02 0.16 128

N3 0.0000 206 0.27 0.001 −0.002 0.001 −0.003 0.0± 0.2 0.97i −0.01 −0.00 0.17 256

N4 0.0000 397 0.27 0.000 −0.001 −0.000 −0.000 0.1± 0.2 0.84i −0.01 −0.00 0.16 512

N5 0.0000 722 0.18 0.00 −0.01 0.01 0.017 0.1± 0.3 2.34 −0.16 −0.02 0.15 1024
N6 0.0054 1073 0.11 0.01 −0.01 −0.02 0.019 0.0± 0.3 2.83 −0.28 0.02 0.11 1024

W1 0.0020 24 0.61 0.205 −0.196 −0.008 0.013 0.4± 0.1 1.17 −0.19 0.19 0.10 128

W2 0.0019 51 0.42 0.094 −0.088 −0.005 0.011 0.5± 0.1 1.45 −0.18 0.09 0.10 128

W3 0.0019 129 0.36 0.047 −0.043 −0.004 0.010 0.4± 0.2 1.60 −0.23 0.05 0.10 256

M2 0.0038 51 0.36 0.090 −0.082 −0.006 0.008 0.4± 0.2 1.48 −0.17 0.09 0.10 128

S1 0.0060 24 0.40 0.167 −0.152 −0.012 0.019 0.8± 0.2 1.27 −0.15 0.16 0.10 64

S2 0.0056 51 0.31 0.085 −0.074 −0.007 0.015 0.5± 0.4 1.52 −0.16 0.08 0.10 128

S3 0.0055 133 0.20 0.034 −0.029 −0.005 0.007 0.6± 0.3 2.23 −0.16 0.03 0.11 256

S4 0.0053 271 0.17 0.023 −0.018 −0.005 0.013 0.3± 0.4 2.35 −0.20 0.02 0.11 512

S5 0.0053 548 0.15 0.015 −0.011 −0.005 0.012 0.1± 0.2 2.39 −0.25 0.02 0.11 1024

S6 0.0054 1063 0.14 0.013 −0.007 −0.006 0.010 0.1± 0.2 2.70 −0.32 0.01 0.11 1024

I1 0.0112 26 0.18 0.064 −0.060 −0.002 0.009 1.1± 1.2 2.01 −0.06 0.06 0.10 64

I2 0.0105 55 0.13 0.029 −0.027 −0.002 0.007 −0.0± 1.2 9.11 −0.06 0.03 0.11 128

of magnetic helicity of the small-scale field, ∇ · F f , but it
is of course only the latter that is relevant for alleviating
catastrophic quenching.

All simulations with wind show that the rms value of
the mean field, Brms, declines slowly with increasing wind
speed; see Figure 6. This result might just be a consequence
of a gradual increase of the critical value of Rm above which
dynamo action is possible. However, it could also be an in-
dication that a fraction of the mean magnetic field is being
removed from the domain by the flow – as found in the
mean-field models of Shukurov et al. (2006).

In Figure 7 we see how Brms decreases with increasing

Rm. The scalings Rm−0.4 and Rm−0.17 are given for ori-
entation and show that in the presence of advection Brms

varies much slower than Rm−1, which is the slope antici-
pated from catastrophic quenching models without a wind
(Brandenburg & Subramanian 2005). Note, however, that
DNS always gave a shallower slope (Brandenburg & Dobler
2001) and, at larger values of Rm, Brms may have been al-
ready independent of Rm (Hubbard & Brandenburg 2012).
Indeed, without a wind (SW = 0) the Rm dependence is
compatible with a steeper Rm−1/2 law, but it is less certain
in this case. Looking at Figure 8, we can also see there
there is no significant change of the cycle period with Rm.

c© 2002 RAS, MNRAS 000, 1–9



Advective magnetic helicity flux 7

Figure 5. Contributions to the magnetic helicity flux for

Model W3. Upper panel: vertical profiles of magnetic helicity

fluxes of the fluctuating field (solid line), compared with the con-

tribution from the mean flow (dashed line). Lower panel: resid-

ual between the two aforementioned fluxes (solid line) compared

with a fit to the gradient of the magnetic helicity density from

the small-scale field (dashed line). The fluxes are normalized by

F0 = ηt0B2
eq.

Figure 6. Root-mean-square value of the mean magnetic field,

Brms, as function of SW for models N3, W2, M2, S2 and I2, which

have Rm ≈ 50.

The high-resolution runs with Rm = 544 and 1061 are too
short to cover a magnetic cycle, but one can see that the
slope of the structure, which corresponds to the speed of
the dynamo wave, is approximately unchanged. In the high-
Rm models the fluctuations are more pronounced, but the
peak-to-peak contrast is about the same for all runs.

Table 2 shows that 2E ·B, 2ηµ0 j · b, and ∇·F f balance
approximately to zero, confirming that the results represent
a statistically steady state. All three quantities have approx-
imately the same (nearly linear) z dependence for |z| < L∗,
so that also the values of their three slopes must balance
to zero, which is indeed the case. In Figure 9 we show the
scaling properties of the aforementioned quantities for Mod-
els W1–W3 and S1–S6: for Rm . 200 the first two quan-
tities decrease approximatively like Rm−1, while the latter
decreases only like Rm−1/2, which is in agreement with the

Figure 7. B
2
rms as a function of Rm in absence (solid line, Mod-

els T1, T2, N1–N6) and in presence (dashed line, Models S1–S6)

of advective flux. The two dotted lines give the slopes −0.5, −0.4,

and −0.17 for orientation.

Figure 8. Space-time diagrams of By for wind U0 = 0.015cs
(corresponding to SW ≈ 0.0055) for Models S1–S6 for different

magnetic Reynolds numbers. From the top: Rm = 24, 51, 133,

271, as well as 547 (bottom left) and 1063 (bottom right).

values obtained by HB; see also Figure 10 of Candelaresi
et al. (2011) for a corresponding plot.

However, for Rm & 200 the scaling of 2E · B changes
into an Rm−1/2 scaling; ∇ · F f is at first below 2ηµ0 j · b,
but for high enough Rm increases to reach an absolute value
similar to that of 2E ·B. This suggests that the simple expec-
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8 F. Del Sordo, G. Guerrero and A. Brandenburg

Figure 9. Scaling properties of the vertical slopes of 2E · B,

−2ηµ0 j · b, and −∇ · F f for Models W1, W2 and W3 (upper

panel) and for Models S1–S6 (lower panel). (Given that the three

quantities vary approximately linearly with z, the three labels

indicate their non-dimensional values at k1z = 1.) The second

panel shows that a stronger wind decreases the value of Rm for

which the contribution of the advective term becomes comparable

to that of the resistive term.

tation based on the naive extrapolation given from a linear
fit is misleading, and that catastrophic quenching might be
alleviated already for Rm & 1000. In the absence of a wind
and for large magnetic Reynolds numbers (Models N4–N6),
the divergence of the magnetic helicity flux shows strong
fluctuations about zero, making it harder to determine an
accurate magnetic helicity balance of small-scale fields.

4 CONCLUSIONS

In the present work we have examined the effects of an ad-
vective magnetic helicity flux in DNS of a turbulent dynamo.
The present simulations without shear yield an oscillatory
large-scale field owing to the spatially varying kinetic helicity
profile with respect to the equatorial plane. We emphasize
in this context that the possibility of oscillatory dynamos of
α2 type is not new (Baryshnikova & Shukurov 1987; Rädler
& Bräuer 1987), but until recently all known examples were
restricted to spherical shell dynamos where α changes sign
in the radial direction. The example found by Mitra et al.
(2010b) applies to a spherical wedge with latitudinal vari-
ation of α changing sign about the equator. Similar results
have also been obtained in a mean-field dynamo with a linear
variation of α(z) ∝ z (Brandenburg et al. 2009). Our present
simulations are probably the first DNS of such a dynamo in
Cartesian geometry. Closest to our simulations are those of
MCCTB who used perfectly conducting outer boundary con-
ditions without wind, and also found oscillatory solutions.
Surprisingly, however, oscillation are here only obtained if
there is at least a slight outflow.

One would have expected that catastrophic quenching
can be alleviated if magnetic helicity is removed from the
domain at a rate larger than its diffusion rate, that is, the
advective term ∇ · F f dominates over the resistive term,
2ηµ0 j · b. Figure 9 shows that, for Rm . 200, the latter
term decreases linearly with decreasing η, while the for-
mer only decreases proportional to η1/2, i.e., proportional
to Rm−1/2. This would have led us to the estimate that for
Rm ≈ 4 · 103 the catastrophic quenching can be alleviated
by a wind with SW ≈ 0.0055. Our new results suggest that
this can happen already for smaller values of Rm. The rea-
son for this is still unclear. It is possible that catastrophic
quenching was an artefact of intermediate values of Rm,
as suggested by Hubbard & Brandenburg (2012), or that a
magnetic helicity flux can have an effect even though it is
weak compared with diffusive terms.

Finally, we should emphasize that we have only exam-
ined here the case of subsonic advection. In real astrophys-
ical cases, like galactic and stellar winds, the outflow is in-
stead supersonic and can, thus, play a decisive role in alle-
viating the catastrophic quenching through the advection of
magnetic helicity.
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