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Abstract

Understanding the interaction of water waves with winds and marine currents is a fundamental problem in geophysical fluid
dynamics. From the point of view of hydrodynamic stability, surface waves are regarded as perturbations of an inviscid
parallel shear flow modeling the wind in the air and the current in the water. For small two-dimensional perturbations,
the linearization of the Euler equation of motion yields an eigenvalue problem to be solved for a given wavenumber k.
The eigenfunction is a streamfunction obeying the so-called Rayleigh equation. The eigenvalue is a complex phase speed,
¢, whose real part is the actual phase speed of sheared waves while the imaginary part of kc is the growth rate of the
wave amplitude. Using the smallness of the air/water density ratio and assuming no flow in the water, Miles solved this
eigenvalue problem perturbatively in 1957. He uncovered an instability of the wind field due to a critical layer in the air,
where the wind speed equals the phase speed of free surface waves, and showed that the growth rate of wind-waves is
proportional to the square modulus of the solution of the Rayleigh equation at the critical level. This level is a regular
singular point, which makes the resolution of the Rayleigh equation challenging. For that reason, an explicit expression
of the growth rate of the Miles instability as a function of the wavenumber was lacking. Firstly, I designed a numerical
scheme to solve the Rayleigh equation for an arbitrary monotonic wind profile. Secondly, I solved it analytically using
asymptotic methods for long and short waves.

In physical oceanography, a standard model for the mean turbulent wind field is the logarithmic profile, which contains
only one length scale: the roughness length, zy ~1 mm, accounting for the presence of waves on the water surface. I am
interested in waves propagating due to gravity and surface tension, which have wavelengths ranging from a few millimeters
to hundreds of meters. Hence, a natural small parameter is kz,, which I used to obtain long wave solutions of the Rayleigh
equation, and subsequently the growth rate of the Miles instability. The comparison with both numerical and measured
growth rates is excellent. Furthermore, I approximated the maximum growth rate in the strong wind limit, and inferred that
the fastest growing wave is such that the aerodynamic pressure is in phase with the wave slope.

I also considered the short wave limit of the eigenvalue problem. Using 1/(kL) as a small parameter, where L is a
characteristic length scale of the shear, I found general asymptotic solutions for interfacial waves in presence of a wind
and a current, where the density ratio does not need to be small. One application concerns the mixing of elements at the
surface of white dwarfs. Moreover, short wave asymptotics provide insights on another instability. When waves have a
phase speed that matches the current speed, there is another critical layer, in the water, which is responsible for the so-
called rippling instability. I obtained a general asymptotic formula for the growth rate of this instability.

Finally, I used my experience in solving eigenvalue problems to study, in collaboration with other researchers, wrinkles
in thin elastic sheets floating on a liquid foundation. We had to solve a fourth order eigenvalue problem where the eigenvalue
is the compressive load imposed on the sheet and the eigenfunction is the vertical displacement. For homogeneous sheets,
the bending stiffness of the sheet is constant and the eigenvalue problem could be solved analytically. We found that the
buckling shape has a symmetric and an antisymmetric mode. The mode associated with the minimum compressive load
depends on the size of the confined sheet. Hence, there are changes of symmetry at certain confinement sizes for which
the buckling shape is degenerate. We numerically showed that this degeneracy disappears for composite sheets, whose
bending stiffness depends on space due to the presence of liquid inclusions.

Keywords: waves, wrinkles, instabilities.
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Abstract

Understanding the interaction of water waves with winds and marine currents
is a fundamental problem in geophysical fluid dynamics. From the point of
view of hydrodynamic stability, surface waves are regarded as perturbations
of an inviscid parallel shear flow modeling the wind in the air and the current
in the water. For small two-dimensional perturbations, the linearization of the
Euler equation of motion yields an eigenvalue problem to be solved for a given
wavenumber k. The eigenfunction is a streamfunction obeying the so-called
Rayleigh equation. The eigenvalue is a complex phase speed, ¢, whose real part
is the actual phase speed of sheared waves while the imaginary part of kc is the
growth rate of the wave amplitude. Using the smallness of the air/water density
ratio and assuming no flow in the water, Miles solved this eigenvalue problem
perturbatively in 1957. He uncovered an instability of the wind field due to a
critical layer in the air, where the wind speed equals the phase speed of free
surface waves, and showed that the growth rate of wind-waves is proportional
to the square modulus of the solution of the Rayleigh equation at the critical
level. This level is a regular singular point, which makes the resolution of
the Rayleigh equation challenging. For that reason, an explicit expression of
the growth rate of the Miles instability as a function of the wavenumber was
lacking. Firstly, I designed a numerical scheme to solve the Rayleigh equation
for an arbitrary monotonic wind profile. Secondly, I solved it analytically using
asymptotic methods for long and short waves.

In physical oceanography, a standard model for the mean turbulent wind
field is the logarithmic profile, which contains only one length scale: the rough-
ness length, zo ~ 1 mm, accounting for the presence of waves on the water sur-
face. I am interested in waves propagating due to gravity and surface tension,
which have wavelengths ranging from a few millimeters to hundreds of me-
ters. Hence, a natural small parameter is kzo, which I used to obtain long wave
solutions of the Rayleigh equation, and subsequently the growth rate of the
Miles instability. The comparison with both numerical and measured growth
rates is excellent. Furthermore, I approximated the maximum growth rate in
the strong wind limit, and inferred that the fastest growing wave is such that
the aerodynamic pressure is in phase with the wave slope.

I also considered the short wave limit of the eigenvalue problem. Us-
ing 1/(kL) as a small parameter, where L is a characteristic length scale of



the shear, I found general asymptotic solutions for interfacial waves in pres-
ence of a wind and a current, where the density ratio does not need to be
small. One application concerns the mixing of elements at the surface of white
dwarfs. Moreover, short wave asymptotics provide insights on another insta-
bility. When waves have a phase speed that matches the current speed, there is
another critical layer, in the water, which is responsible for the so-called rip-
pling instability. I obtained a general asymptotic formula for the growth rate
of this instability.

Finally, I used my experience in solving eigenvalue problems to study, in
collaboration with other researchers, wrinkles in thin elastic sheets floating on
a liquid foundation. We had to solve a fourth order eigenvalue problem where
the eigenvalue is the compressive load imposed on the sheet and the eigen-
function is the vertical displacement. For homogeneous sheets, the bending
stiffness of the sheet is constant and the eigenvalue problem could be solved
analytically. We found that the buckling shape has a symmetric and an anti-
symmetric mode. The mode associated with the minimum compressive load
depends on the size of the confined sheet. Hence, there are changes of sym-
metry at certain confinement sizes for which the buckling shape is degenerate.
We numerically showed that this degeneracy disappears for composite sheets,
whose bending stiffness depends on space due to the presence of liquid inclu-
sions.



Sammanfattning

Att forsta vixelverkan mellan vattenvagor, vind och havsstrommar ir ett grund-
laggande problem inom geofysisk fluiddynamik. Hydrodynamisk stabilitet kan
forstas genom att betrakta ytvagor som storningar, dir ett ickeviskost paral-
lell skjuvflode modellerar vinden i luften och strémmningen i vattnet. For
sma tvadimensionella storningar, ger en linjarisering av Eulers ekvationer ett
egenvirdesproblem som skall 16sas for givet vagnummer k. Egenfunktionen &r
en strommningsfunktion som uppfyller den sa-kallade Rayleigh-ekvationen.
Egenvirdet dr en komplex fashastighet, ¢, vars reela del dr den faktiska fa-
shastigheten av skjuvvagorna, medan den imaginira delen kc bestimmer hur
snabbt vagornas amplitud 6kar. Genom att anvénda att forhallandet mellan tét-
heterna for luft/vatten ar litet, och med antagandet att vattnet inte flodar, lycka-
des Miles 16sa egenvirdeproblemet for sma storningar ar 1957. Han upptickte
att vindfiltet dr instabilt pa grund av ett kritiskt skikt i luften, ddr vindhastig-
heten ir lika stor som fashastigheten hos fria ytvagor, och visade att 6kningen
av vindvagorna #r proportionell mot kvadraten pa absolutvirdet av 16sning-
arna till Rayleighs ekvation vid den kritiska nivan. Denna niva &r en reguljir
singuldr punk, viket gor det svart att 16sa Rayleighs ekvationer. Av denna an-
ledning fanns det tidigare inget explicit uttryck for 6kningen av Milesinstabi-
liteten som en funktion av k. Forst konstruerade jag ett numeriskt protokoll for
att 16sa Rayleighs ekvation for en godtycklig monoton vindprofil. Sedan 16ste
jag ekvationen analytiskt genom att anvinda asymptotiska metoder for langa
och korta vagor.

I fysisk oceanografi dr en standardmodell for det genomsnittliga turbulenta
vindfiltet en logaritmitsk profilen, som med endast en, lingdskala ndmligen
grovhetsldngden zp ~ 1 mm, kan forklara forekomsten av vagor pé en vatten-
yta. Jag dr intresserad av vagor som propagerar pa grund av gravitation och
ytspanning, och med vaglangder fran ett par millimeter upp till hundratals me-
ter. Darfor dr kzO en natrulig liten parameter som jag anvinde for att hirleda
16sningar till Rayleighs ekvation for langa vagor, och sedan tillvéxthastigheten
for Milesinstabiliteten. Jamforelsen med bade numeriska och uppmiitta till-
vixtshastigheter dr utmirkt. Vidare gjorde jag en ungefirlig uppskattning av
den maximala tillvixthastigheten for stark vind, och visade att den snabbast
vixande vagen dr sadan att det aerodynamiska trycket #r i fas med végens
lutning.



Jag studerade dven kortvaggrinsen av egenviardeproblemet. Genom att an-
vinda 1/(kL) som en liten parameter, diar L #r enkaraktiristiska ldngdskala
for skjuvningen, fann jag allménna asymptotiska 16sningar for vagor i grins-
snittet, i ndrvaro av vind och en stromning, och dér tithetsférhallandet inte
nodvindigtvis &r litet. En mojlig tillimpning av dessa resultat &r mixning av
gunddmnen vid ytan hos vita dvirgar. Dessutom kan asymptotiska 16sningar
for korta vagor ge information om ytterligare instabiliteter. Ndr vagor har en
fashastighet som matchar strommens hastighet, sa finns ytterligare ett kritiskt
lager i vattnet vilket ger upphov till den sa-kallade krusningsinstabiliteten. Jag
hirledde en allmén asymptotisk formel for tillvixthastigheten hos denna insta-
bilitet.

Slutligen anvinde jag min erfarenhet av att 16sa egenvirdeproblem for att,
i samarbete med andra forskare, studera skrynklingen i tunna elastiska lager
som flyter ovanpa en vitskevolym. Vi var tvungna att 16sa ett fjarde gradens
egenvirdesproblem dér egenvirderna dr den kompressiva belastningen pa det
tunna lagret, och egenfunktionen beskriver den vertikala forskjutningen. For
homogena lager dr bojstyvheten av lagret konstant, och egenvérdeproblemet
kunde 16sas analytiskt. Vi fann att bucklingsmoden kan vara symmetriskt eller
antisymmetriskt. Ladgen som associeras med den minsta kompressiva belast-
ningen beror pa storleken av det begrinsande lagret. Déarf6r dndras symmetrin
vid vissa systemstorlekar for vilka bucklingsmoden &r degenererad. Vi visade
numeriskt att denna degeneration forsvinner for sammansatta lager vars boj-
styvhet dr ldgesberoende pa grund av nirvaron av vitskeinneslutningar.



We shall go on to the end.
We shall fight in France
We shall fight over the seas and oceans.
We shall fight with growing confidence and growing strength in the air.
We shall defend our island whatever the cost may be
We shall fight on beaches, we shall fight on the landing grounds,
We shall fight in the fields and in the streets,
We shall fight on the hills.
We shall never surrender.
— Iron Maiden, Churchill’s Speech, 1985.



List of Papers

The following papers, referred to in the text by their Roman numerals, are
included in this thesis.

PAPER I: Asymptotic interpretation of the Miles mechanism of wind-wave in-
stability
A. F. Bonfils, D. Mitra, W. Moon, J. S. Wettlaufer, J. Fluid Mech., 944,
A8 (2022).
DOI: https://doi.org/10.1017/jtm.2022.441

PAPER II: Flow driven interfacial waves: an asymptotic study
A. F. Bonfils, D. Mitra, W. Moon, J. S. Wettlaufer, J. Fluid Mech., sub-
mitted (2023).
DOI: http://arxiv.org/abs/2211.02942

PAPER III: Wrinkling composite sheets
M. Sufié, C. Arratia, A. F. Bonfils, D. Vella, J. S. Wettlaufer, Soft Matter,
submitted (2023).
DOI: http://arxiv.org/abs/2303.11460

Reprints were made with permission from the publishers.


https://doi.org/10.1017/jfm.2022.441
http://arxiv.org/abs/2211.02942%20
http://arxiv.org/abs/2303.11460

Author’s contribution

The following papers, referred to in the text by their Roman numerals, are
included in this thesis.

PAPER I:

PAPER II:

PAPER III:

I performed the numerical and asymptotic resolution of the Rayleigh
equation under the guidance of my advisors. I suggested to study the
strong wind limit and made the connection with Jeffreys’ sheltering hy-
pothesis. I wrote the paper under the guidance of my advisors.

I performed the numerical and asymptotic resolution of the Rayleigh
equation under the guidance of my advisors. I suggested to extend the
analysis to solve the full eigenvalue problem and worked out the details.
I wrote the paper under the guidance of my advisors.

I helped to solve the eigenvalue problem analytically in the case of ho-
mogeneous sheets. I found the position of the crossing points. I con-
tributed to the writing of the paper.




Licentiate Thesis contribution

The numerical scheme for solving the Rayleigh equation was described in de-
tails in my Licentiate Thesis. I gave a short summary in section




Acknowledgements

Si tu ne viens pas a Lagardere, Lagardere ira a toi!
— Paul Féval, Le Bossu, 1857.

I was six years old when I decided I will be a scientist. At this time,
I wanted to be a paleontologist (I learned much later what a physicist is), I
wanted to seek exotic stuff and face mysteries of Mother Nature. This has
not changed. I am still a victim of my insatiable curiosity and hope I will
never be cured from this wonderful disease. When I first met my main advi-
sor, Professor John Wettlaufer, he told me that researcher is the best job in the
world. After six years of PhD, including a pandemic, I can only agree with
him. I sincerely acknowledge the support from Swedish Research Council
Grant 638-2013-9243. However, I have no word to express to John my pro-
found gratitude for giving me the opportunity to realize my childhood dream
and helping me to earn my entrance ticket to the world of science. You let
me do mistakes until I (almost) stop doing them. You strove to teach me rigor
and punctiliousness (I let you judge of whether or not you succeeded). You
did your best to civilize my Tarzan English. You made me travel to the New
Continent, and walk through lands of Physics and Mathematics that I did not
even know existed. I was a larva and you guided my metamorphosis into a
nymph; you gave me wings to fly over fluid dynamics, elasticity, geophysics,
statistical physics, applied mathematics and probably even beyond, I just do
not see it yet. You not only gave me the keys to freedom but also showed me
how to make good use of it. Exponential infinite thanks!

Next, many thanks go to my mentor, Thors Hans Hansson, and my other
advisors, Dhrubaditya Mitra and Woosok Moon, for their availability, contin-
uous support and wise advice; and thank you Dhruba for trusting me to teach
French to your daughter! Huge and warm thanks to my friend and eventually
collaborator, Cristobal Arratia, for our numerous in-depth discussions in En-
glish or in French; I am so grateful for your kindness and for being always
ready to heartily debate scientific and non-scientific questions. Two more per-
sons deserve the title of unofficial advisor: Ralf Eichhorn and Supriya Krish-
namurthy. You have always been there for me whenever I needed help, advice
or feedback; thank you so much for your generosity. Further thanks to Supriya
for trusting me to organize the News and Views. It was a wonderful experience



which helped me to improve my presentation skills and gave me the good habit
to read the Physics News!

All along my PhD, Nordita was like a second home for me. I cannot imag-
ine a better place to do a PhD, Nordita is the living utopia of a research institute.
I benefited so much from the cohort of fellows and visitors, while the work-
shops and scientific programs enormously enriched my scientific background.
I am very thankful to the Nordita director, Professor Niels Obers, for his help
and support during the process of applications for fellowships. The Nordita
administration is just amazing. Thanks Elizabeth, Marie and Jimmie for de-
mystifying various bureaucratic issues. Thanks Emina for helping me to make
my travel bills. Thanks Hans for having solutions to any technical problem.
Thanks Milton for taking care of the kitchen where I had lunch and dinner so
many times. I am infinitely grateful to the event team, Olga and Anastasios,
for organizing great Fikas, receptions and dinners; I enjoyed every single one
until satiety! Along this line, I thank Professor Alexander Balatsky for inviting
me several times to events in his group.

Over six years, the Soft Matter group has evolved a lot. I wish to ac-
knowledge all the past and present members for the good moments we had
and everything I have learnt from you. I would need a tome to properly thank
each of you for what you brought to me, each in a different manner. Special
thanks go to Marc Suiié for making me the honor to join his project on wrin-
kles, without which my future may still have been uncertain. Sincere thanks to
Sofia Qvarfort for her effort in the translation of my abstract into Swedish, and
to the twins, Sree and Sree, for the many favours they did to me, especially at
time of applications. I would have been homeless twice without Stefano Bo
and Francesco Coghi; thanks to each of you for lending me your flat. Because
food is important in life, spicy thanks to Satyajit, Navaneeth, Sankalp, Vipin,
Prabal and Ravi (you don’t cook but the spirit is there!) for introducing me to
Indian cuisine. Along this line, warm thanks to Mariona and Julia for baking
cakes for me. Because sport is as necessary as food to survive to a PhD, strong
thanks to Sasha Kyrienko for organizing the Nordita running club and initiat-
ing me to bouldering and calisthenics. Good food and intense sport certainly
contributed to the completion of my PhD, but not as much as metal. Thus,
very harsh thanks to all metal bands for making powerful, sensual and violent
music that gave me, in the darkest times, the rage to do the work that had to
be done and the strength to hold my engagements. I also thank fantasy writers
whose characters walked with me in shadows where no one else could have
followed me. Finally, I let a light breeze whisper my thanks to Lisa Eichhorn
for her keen mind, our philosophical, societal or metaphysical discussions, and
the rhetorical fights where we almost always end up to agree to disagree! Last
but not least, I thank my parents for their unconditional love and support.



Contents

Abstract

Sammanfattning

List of Papers

Author’s contribution
Licentiate Thesis contribution
Acknowledgements

List of symbols

1 Introduction

2 Introduction to hydrodynamic stability
2.1 Perturbation of a background flow . . . . . .. ... ... ..
2.2 Normal modes analysis . . . . . ... ... ... .......
2.2.1 Reduction to an eigenvalue problem . . . . . ... ..
2.2.2 Neutral and marginal stability . . ... ... ... ..

3 Stability of a parallel shear flow
3.1 Momentum conservation . . . . . . ... ... ...
3.2 Energy conservation . . . . . . .. ... ...
3.3 Squiretheorem . ... ... ... ... ... ... ...
3.4 Orr-Sommerfeld and Rayleigh equations . . . . . .. ... ..
3.5 Solutions of the Rayleigh equation . . . . . . ... ... ...
3.5.1 Heisenbergseries . . ... ... ...........
3.5.2 Tollmien inviscid solutions . . . . . . ... ... ...
353 Farfieldsolutions . . . . . ... ... ... .....
3.6 Inviscidresults . . ... ... ........... .. . ...
361 Pressure . . . . ... ...

FEEEREEEERE BEERE B B B B B 8 - =



3.6.2 Wave-induced Reynolds stress . . . . ... ... ...
3.6.3 Necessary but not sufficient conditions of instability

4 Interfacial waves

4.1 Formulation of the problem . . . . . . ... ... ... ....

4.2 Dispersion relation
4.3  Wave zoology . . .

4.3.1 Surface gravity waves . . . . . ... ... ... ...
4.3.2 Effectof surfacetension . . . . ... ... ... ...
4.3.3 Interfacial waves in deep water and Rayleigh-Taylor

instability .

4.3.4 From interfacial to surface waves . . . . .. ... ..

5 Wind, waves, current and asymptotic analysis
5.1 Eigenvalue problem for flow driven interfacial waves . . . . .

5.2 Miles theory of wind

T A

5.3 Numerical solution of the Rayleigh equation . . . . . . . . ..
5.4 Wind-wave asymptotics . . . . . . ... ..o e .o
54.1 Longwaveanalysis. ... ...............
542 Strongwind limit . . . . ... ... ... ... ...,
5.4.3 On the aerodynamic pressure . . . . . . . . ... ...

5.5 Beyond Miles theory
6 Summary and outlook
7 Appendix

References



List of symbols

= V x U Vorticity field of the base state

Q
® = V X u Vorticity field of the perturbation
k = (k,/) Wavenumber vector

U

Velocity field of the base state

u = (u,v,w) Velocity field of the perturbation

x = (x,y,z) Position vector

Cmin Minimum phase speed

D = % Vertical derivative

Pa Air density

Pw Water density

€ Parameter characterizing the smallness of the perturbation
n Surface displacement field

Y Normalized growth rate of the Miles instability
x Unit vector in the streamwise direction

¥ Unit vector in the spanwise direction

Z Unit vector in the vertical direction

Im{} Imaginary part

K von Karman constant

keap Capillary wavenumber

V = (dk,dy,d;) Gradient vector
(0] Complex angular frequency
o>} Velocity potential

¢ Streamline displacement



Re{}

Tw

At

Bo

NRS

=

Uy
Us

20

i

Streamfunction

Real part

Surface tension

Wave-induced Reynolds stress
Vorticity of the perturbation in 2D
Atwood number

Bond number

Complex phase speed

Froude number

Gravitational acceleration

Water depth

Kinetic energy of the perturbation
Pressure field of the base state
Pressure field of the perturbation
Density ratio

Reynolds number

Complex growth rate

Time

Friction velocity

Surface drift

Roughness length



1. Introduction

You think that you have all the answers for all, in your arrogant way

only one way to fall.
—Iron Maiden, Hell on Earth, 2021.

For centuries, scientists and sailors have been vexed by how the wind and
the sea conspire to create the waves upon our oceans [[1]. Beyond the fasci-
nation that waves exert on observers and the curiosity they arouse in the heart
of applied mathematicians, air-sea interaction is an important component of
the climate dynamics. The exchanges of heat, moisture and momentum at the
air-sea interface indeed have a profound influence on the state of the atmo-
sphere [2]. In particular, drops ejected when waves break are the main source
of sea-salt aerosols, which are responsible for clouds formation [3] and thus
directly impact the modeling of the hydrological cycle. A deeper understand-
ing of wind-wave growth then appears on the long term as a key to resolve
the atmospheric distribution of water vapor — the most potent greenhouse gas
— and could ultimately help to assess how fast and how irreversible is Earth’s
global warming [4].

The wavenumber spectrum of the sea was measured in the sixties by Pier-
son and Moskowitz [5]. However a theory explaining their observations, in
particular the peak of the spectrum, has been lacking. There is a plethora of
physical phenomena to distinguish in the life of ocean waves: their genera-
tion (a), their propagation (b), their growth (c) and their saturation (d).

(a) Any disturbance of the water surface, for instance due to the motion of
a boat or an animal or a falling object, generates perturbations which
are known as waves in the common language. When a turbulent wind
blows, tiny waves called ripples are created by the advection of eddies
across the air-water interface. A resonance mechanism was proposed
by Phillips in 1957 [6], and recently confirmed by high resolution direct
numerical simulations [7].

(b) Water waves propagate due to restoring forces. Surface tension is re-
sponsible for the motion of waves whose wavelength is of order of cen-
timeter, or smaller. Longer waves, with wavelength up to hundreds of
meters, propagate via the action of gravity. At even larger scales, the

23
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Coriolis force starts to play a role. In this thesis, we discard the ef-
fect of Earth’s rotation and focus on waves propagating due to gravity
and/or surface tension. The dependence of the phase speed of free sur-
face waves on the wavelength, called the dispersion relation, is known
since the XIXth century thanks to Cauchy, Poisson and Airy [8} 9].
However, ocean waves are not free. They are forced by winds while
time-dependent anisotropic currents are present in water. Furthermore,
the bottom of the sea is not uniform. The temporal and horizontal varia-
tions of the medium in which waves propagate lead to refraction effects.
Provided that these variations are slow, such effects can be accounted for
using ray tracing [[10]]. The vertical variations require a different frame-
work as they can not only affect the propagation of waves but also make
them grow or decay.

We stress that most theories of wave propagation — including ray trac-
ing — are linear, that is they assume waves with an infinitesimal ampli-
tude. Such waves do not propagate any matter: the motion of water par-
ticles is purely oscillatory so that the position of an object floating on the
water surface does not change. However, for waves of finite amplitude,
Stokes showed in 1847 that water particles are also advected at a velocity
now known as the Stokes drift. It is extremely important for the trans-
port of nutriments, marine debris, micro-plastics and other pollutants in
the ocean. The Stokes drift has been recently calculated from empirical
wave spectra but also estimated from satellite measurements [11]. Ad-
ditionally, the wave-induced Stokes drift can interact with wind-induced
shear flows to create the so-called Langmuir circulation. A turbulent
flow can raise from this circulation — the so-called Langmuir turbulence
— and results in an effective diffusion in the upper ocean layer, which has
been investigated using large eddy simulations [12].

Waves rapidly grow as they receive energy from the wind. Although
ubiquitous, this energy transfer is still not completely understood. In
1957, Miles [13] averaged the air turbulent fluctuations and represented
the wind with a parallel shear flow — a flow whose velocity varies only
in the vertical direction. Then, he regarded waves as perturbations of
that flow and constructed an inviscid theory to calculate the growth rate
of wave energy. He predicted a transfer of energy from wind to waves
within a critical layer, located in the air at the height where the wind
speed equals the phase speed of free surface waves. The latter is a good
approximation to the actual phase speed of waves because the air-water
density ratio is small. Although widely studied [14; [15], the theory of
Miles still faces a severe technical issue: analytical solutions of the equa-
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tion for the stability of the wind — the Rayleigh equation — are available
only in very few cases, most of them being unrealistic. In particular,
the basic question *what is the fastest growing wave?’ does not have an
answer yet. Recent laboratory measurements of the air flow over wind-
generated waves provided evidence of the Miles critical layer mecha-
nism [[16]]. Further evidence were given almost at the same time by fully
coupled direct numerical simulations [17].

Within the same framework of stability of a parallel shear flow, an en-
ergy transfer from a marine current to waves has also been predicted — a
phenomena coined the rippling instability [18]. But, again, the difficul-
ties at solving the Rayleigh equation hinder calculations of the growth
rate and phase speed, which in that case can be strongly affected by the
shear. Wave growth due to a current has yet to be observed, both in
laboratory experiments and in the ocean.

The theory of Miles [[13] predicts an exponential growth of the waves
due to their interaction with a steady flow. Nonetheless, the wave ampli-
tude cannot grow exponentially forever: the waves should reach at some
point a maximum amplitude, characteristic of their saturation, otherwise
they break. Only non-linear effects can account for wave saturation. In
the sixties, Phillips, Hasselmann and Zakharov independently developed
a theory of resonant interactions between water waves [[19-21]]. The key
idea is that two waves (1 and 2) can interact with each other to produce
two other waves (3 and 4), provided that they fulfill the resonant condi-
tion

ki +ky =k;+ks and W) + Wy = W3 + W4, (1.1)

where @; is the angular frequency of the wave with wavenumber vector
k;. The Zakharov equation determines the time evolution of the Fourier
amplitude of interacting waves. It has been the object of numerous work,
mostly on the wave-wave interaction kernel; the simplest form in date is
called the super compact equation [22]. However, the Zakharov equa-
tion (or its simplified version) is deterministic and thus not convenient
to study a large number of interacting waves, for which a statistical ap-
proach would be more useful. This was accomplished in the field of
wave turbulence with the wave kinetic equation, which governs the evo-
lution of the wave action N (k,) — the second moment of the wave ampli-
tude divided by the angular frequency [23)]. The wave kinetic equation
is the wave analogue of the Boltzmann kinetic equations for particle in-
teractions. It has the form

JON

g = Onl +Sin +Sdi87 (12)
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where Sy, Sin and Sgis are the non-linear transfer, wind input and dissi-
pation terms, respectively. The non-linear term can be derived from the
Zhakarov equation under some (debated) assumptions. The wind input
comes from the Miles theory while the dissipation term is phenomeno-
logical. The numerical resolution of equation (1.2) is at the heart of
current wave forecasts [24]]. Recent work bear upon a rigorous deriva-
tion of equation [25]], applications to condensed matter [26] and
connections with large deviation theory [27]].

In this thesis, we focus on the propagation and the growth of waves. Our
goal is to clarify the work of Miles on wind-waves and overcome the techni-
cal issues related to the resolution of the Rayleigh equation, in order to finally
provide an answer to the basic question 'what is the fastest growing wave?’.
Within that framework, we also aim at improving the present results on wave-
current interaction, especially the effect of the shear on the phase speed which
has been overlooked. Finally, we wish to go beyond surface waves and con-
sider an interface between two fluids whose density ratio is not small. Hence,
beyond geophysical motivations, we treat in this thesis a question of fluid me-
chanics: How do interfacial waves interact with a parallel shear flow? Follow-
ing Miles, this question can be viewed as a problem of hydrodynamic stabil-
ity and ultimately reduced to the resolution of an eigenvalue problem. Such
a lifting of an environmentally motivated question to mathematical grounds
broadens the scope of the concepts and techniques used to solve it. It helps to
build a bridge to other areas of continuum mechanics. For instance, another
eigenvalue problem arises from the wrinkling of a thin elastic sheet floating
on a liquid foundation. The mathematical step from waves to wrinkles and the
jump from hydrodynamic to mechanical stability are small. Although the key
physical quantities are quite different, in the end only change the order of the
differential equation to solve and its boundary conditions. Thus, we used on
wrinkles the experience we gained with waves.

We give a short introduction to hydrodynamic stability in chapter [2| in
which we define waves and instabilities and show how to reduce a stability
question to an eigenvalue problem. In chapter 3] we elaborate on the stability
of parallel shear flows, those used to model winds and currents. In particu-
lar, we derive the Rayleigh equation and introduce key concepts such as the
wave-induced Reynolds stress. Chapter 4| provides some background on in-
terfacial waves. In chapter |5, we review previous work on the interaction of
interfacial waves with a parallel shear flow and highlight our contributions.
We treat the wind-wave interaction in PAPER I, revisiting the Miles theory
and solving the Rayleigh equation asymptotically for long waves. We obtain
explicit expressions for the growth rate of wave energy as a function of the
wavenumber. In the strong wind limit, we show that the fastest growing wave
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has an aerodynamic pressure proportional to the wave slope, in accord with an
old hypothesis of Jeffreys [28]. In PAPER II, we solve the general eigenvalue
problem for flow driven interfacial waves using short wave asymptotics. We
obtain the shear-dependent phase speed of waves for arbitrary wind and cur-
rent profiles, as well as the growth rates of the Miles and rippling instabilities.
We emphasize that the density ratio does not have to be small, which opens a
door to astrophysical applications. Finally, we move from fluid dynamics to
elasticity in PAPER III, where we calculate the wrinkle pattern and buckling
compressive load of a confined elastic sheet floating on a liquid foundation.

Notations:
We use a Cartesian coordinate system with unit vectors X, § and Z in the stream-

wise, spanwise and vertical directions, respectively. The position vector is
x = (x,y,z) and we use the gradient vector V = (J, dy, ).
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2. Introduction to hydrodynamic
stability

1l faut le malheur pour creuser certaines mines mystérieuses cachées
dans Uintelligence humaine ; il faut la pression pour faire éclater la
poudre. La captivité a réuni sur un seul point toutes mes facultés
flottantes ca et la ; elles se sont heurtées dans un espace étroit ; et,
vous le savez, du choc des nuages résulte I’électricité, de [’ électricité
’éclair, de I’éclair la lumiere.

— Alexandre Dumas, Le Comte de Monte-Cristo, 1846.

In this chapter, we give the basics of hydrodynamic stability [29; 30]. In
section we establish the general equations for the velocity and vorticity of
a perturbation. Then, we detail the analysis of normal modes in section
where in particular we define waves and instabilities. All dimensional quanti-
ties are denoted with an asterisk *.

2.1 Perturbation of a background flow

Let us consider a homogeneous fluid with density, p*, and kinematic viscosity,
v*. We want to study the stability of a steady flow, called the base state or the
background flow. The velocity and pressure fields are U*(x*) and P*(x*), re-
spectively. We use the characteristic length scale, L*, and velocity scale, V*, to
construct dimensionless variable denoted without asterisk. The background
flow is incompressible, namely V -U = 0, and obeys the stationary Navier-
Stokes equation:

(U-V)U = -VP+Re 'VU, (2.1)

where Re = L*V*/v* is the Reynolds number. For simplicity, we discard any
body force. We introduce a small perturbation and write the perturbed fields in
the form

Ut (x,1) =U (x) +€u(x,r) and Prot(x,t) =P(x)+€ p(x,t), (2.2a,D)
I'The pressure scale is p*V*2.
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where ’tot’ means 'total’ (i.e. base state plus perturbation) and € < 1 charac-
terizes the smallness of the perturbation. We assume that the perturbed flow is
still incompressible, that is

V-u=0. (2.3)

The perturbed fields are solutions of the time-dependent Navier-Stokes equa-
tion,
Opttior + (ot - Vtior = —V prot + Re ™ Ve (2.4)

Inserting (2.2lz,b) into equation (2.4) and using the base state equation (2.1)),
we obtain at order €

(0, +U -Vu+u-VU = -Vp+Re 'Vu. (2.5)

Equation is linear in u, thus much simpler to solve than the original
Navier-Stokes equation (2.4).

For the sake of completeness, we now derive the counterpart of equa-
tion for the vorticity of the perturbation. The base state vorticity is
V x U = Q. Taking the curl of equation governing the base state velocity,
we find

U -V)Q=(Q-V)U+Re 'VXQ. (2.6)

The perturbed vorticity field is
a)tot(xat) :Q(X)+8 a)(xvt)a (27)

where @ =V x u. The time evolution of @ is governed by the Helmholtz
equatiorﬂ

0,010 + (tior - V) Dot = (Bor - Vtior + Re™ ' V2yqy. (2.8)
Proceeding as for the velocity, we obtain at order €
(D +U - Vo+u-V)Q=(Q-Vu+ (0 VU +Re" ' V0. (2.9)

Equation (2.9) will be useful in chapter 3]

2.2 Normal modes analysis

Here, the base state is characterized by a single dimensionless number, Re.
When external forcing or heating or body forces or interfaces are added into
the problem, other dimensionless numbers arise.

'We obtain the Helmholtz equation li by taking the curl of the Navier-Stokes
equation (2.4) and using identity (7.5) together with the incompressibility condi-

tion .
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2.2.1 Reduction to an eigenvalue problem

The coefficients of equation are independent of time. If the background
flow has symmetries, those coefficients do not depend on some spatial coor-
dinates. For instance, we consider a base state which is invariant under any
horizontal translation, that is U = U(z). Thus, we look for solutions of the
form

u(x,r) = dEHD Lkl seC. (2.10)

Physically, we are studying the perturbation at horizontal scales defined by
the wavenumber vector k = (k,I). If k or [ have a non-zero imaginary part,
the perturbation grows (or decays) exponentially in space. In this work, we
assume that k,/ € R and focus on the time evolution of the perturbation at
different scales. Thus, we generally write equation (2.5) as

Ju=2u, (2.11)

where .Z is a linear differential operator. We insert our ansatz (2.10) into
equation (2.11). Transforming differentiation with respect to ¢, x and y into
multiplication by s, ik and i/ respectively, we obtain

L(9; — ik, 0y — il)f = sf. (2.12)

Hence, s and f are respectively the eigenvalue and vector eigenfunction of the
operator .Z in Fourier space. The enforcement of boundary conditions in the
vertical direction yields a characteristic equation of the form

F(s,k,l,Re) =0. (2.13)

Equation (2.13) is a relation between the eigenvalue, s, the streamwise and
spanwise wavenumbers, k and [/, and the Reynolds number, Re. The Reynolds
number is a control parameter. We call normal mode a solution (k, s) of equa-
tion (2.13) for a fixed value of Re. The temporal stability of a normal mode
depends on the real part of s:

(i) If Re{s} > 0, the mode is unstable and the perturbation grows exponen-
tially in time. There is an instability.

(ii) If Re{s} < 0, the mode is stable and the perturbation decays exponen-
tially in time.

(iii) If Re{s} = 0, the mode is neutral.

Evidently, Re{s} is the temporal growth (or decay) rate of the perturbation and
strongly depends on the wavenumber vector, k. In other words, the perturba-
tion grows (or decays) differently at different scales. The set of possible values
for s at a given k is called the spectrum. It may be discrete or continuous.

31



In general, a base state is perturbed on a broad range of scales so that the
entire spectrum of normal modes is excited. All the modes must be stable for
the background flow to be stable. Conversely, the background flow is unstable
if at least one mode is unstable.

2.2.2 Neutral and marginal stability

A mode is said marginally stable if Re{s} vanishes for a specific value of Re
and becomes positive at neighboring values of Re. In particular, we look for
the minimum Reynolds number, Re., at which a mode is marginally stable. In
other words, the background flow becomes unstable when Re > Re,. and the
first unstable mode to appear has the wavenumber vector k.. The index ’c’
stands for critical. The surface of marginal stability is defined in the space
(k,Re) by

Re{s(k,Re)} = 0. (2.14)

This surface has multiple branches when the spectrum is discrete. It can be
shown that the continuous parts of the spectrum do not contribute to flow in-
stability.

A mode is said neutrally stable if Re{s} = 0 for a range of values of Re. In
that case, the perturbation is a wave. It is a travelling wave if s has a non-zero
imaginary part. Otherwise, it is a stationary wave.

For any mode, we define the complex angular frequency by

o= —is. (2.15)

If Re{w} # 0, the perturbation travels in the direction defined by k with a
phase speed equal to Re{®}/|k|. We can equivalently work with either s or @.
As our focus is on waves, we find more convenient to use @. The criteria of
stability in terms of the latter are:

(i) If Im{e@} > 0, the mode is unstable and the perturbation grows expo-
nentially in time. There is an instability.

(ii) If Im{®} < 0, the mode is stable and the perturbation decays exponen-
tially in time.

(iii) If In{w} = 0, the mode is neutral.
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3. Stability of a parallel shear
flow

Point n’est besoin d’espérer pour entreprendre, ni de réussir pour
persévérer.
— Guillaume 1er d’Orange-Nassau, dit le Taciturne (1533-1584).

In this chapter, we apply the general framework of chapter [2]— with dimen-
sionless variables — to study the stability of a parallel shear flow, U = U(z) %,
bounded between z = z; and z = z» [29; 31]. We consider a horizontal do-
main L, x Ly, with periodic boundary conditions. At the vertical boundaries,
we impose a no-slip boundary condition, # = 0, for a viscous fluid, and a
non-penetrative boundary condition, w = 0, for an inviscid fluid. We write
down the conservation of momentum and energy in sections and re-
spectively. We derive the Squire theorem in section before establishing in
section the Orr-Sommerfeld and Rayleigh equations for the amplitude of
the perturbation’s streamfunction. Historical solutions of the Rayleigh equa-
tion are derived in section Finally, we show in section 3.6/ some standard
results on the stability of a parallel inviscid flow, including the Rayleigh and
Fjgrtoft instability conditions.

We let u = (u,v,w) in the Cartesian basis. We also define the horizontal
average of a quantity g as

s ). 1
q(z,1) L.L, /Lz /L{dXdy q(x,,2,1) G.1)

Because of the periodic boundary conditions, we have by construction

dg=0 and dyqg =0. (3.2a,b)

3.1 Momentum conservation
The incompressible Navier-Stokes equation (2.4) can be written as
Ottior + V  (Mior @ Uior) = —Vpror + Re™ ' V. (3.3)
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The streamwise component is
€hu+V-{(U+€uuy} = —pot+Re 'V (U+eu). (3.4

When averaging equation (3.4), all derivatives with respect to x and y vanish
(cf. Eq. [3.2jn,b). With the help of the base state equation (2.1)), we obtain

€ o+ 9, (e Uw+ e*uw) = & Re” ' 970 (3.5)

Analogously, averaging the incompressibility condition (2.3) gives d,w = 0.
Thus w is constant, and must actually be equal to zero because of the boundary
conditions. Hence, the local streamwise momentum balance (3.5) becomes

€ i = €% 9,1y + € Re”' 974, (3.6)
where we introduced the dimensionless wave-induced Reynolds stress,
Ty = —UW. 3.7)

Noting that
Tw(z1,1) =0 and Tw(z2,1) =0, (3.8a,b)

after a vertical integration we find
Tr ]
P / dz u=Re~" (2.4, — d:als, ). (3.9)
21

Therefore, in accord with physical intuition, a viscous parallel flow can only
receive or dissipate streamwise momentum through the horizontal boundaries.
Moreover, for an inviscid fluid (Re~! = 0) the mean horizontal momentum of
the perturbation is conserved. We note that although this momentum balance
is at order €&, it is exact; all high order terms vanished without approximation.

3.2 Energy conservation

With the help of identities (7.1)) and (7.2)), we write the Navier-Stokes equation
for perturbed fields in the form

2 ju? 2 au ~1
E(+Ud)u+e" Vv > +e wxu+8wd—:—8Vp—8Re VX o.
<
(3.10)
Let ul?
u
K=— 11
> (3.11)
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be the kinetic energy (per unit mass) of the perturbation. A scalar product of
equation (3.10) with € u and the use of identities (7.3 and (7.4) yields

dUu
e (+UI)K+V-{(e? p+&* Ku} = —¢? uw7+e2 Re ' (V-(uxo)—|@?).
Z
(3.12)
Next, we take the average defined in equation (3.1)) and find

_ dUu
€ 9K +0.{(& p+& Kw} =€ 1, +e* Re”! <8Z(u X®-2)— \co|2> .
Z
(3.13)
A vertical integration eventually gives the so-called Reynolds-Orr equation:

T 2 dU lzzi
8,/ dz K :/ dz Ty— — Re™ / dz |®]2. (3.14)
21 21 dZ 21

Hence, the rate of change of the mean kinetic energy of the perturbation is
equal to the rate of work of the Reynolds stress, plus a term of viscous dissipa-
tion which is twice the mean enstrophy of the perturbation. We stress that this
energy balance is at order £ and is also exact.

3.3 Squire theorem

In this section, we derive a useful result on the stability of a parallel shear flow:
the most unstable mode of the perturbation is longitudinal so that the spanwise
component of the perturbation can be discarded. It was derived in 1933 by
Squire using an abstract transformation [32]. Here, we take the more physical
approach of Lin [33]. We start with equation (2.5]), which for a parallel flow
simplifies into

dU
(at+Uax)u+wd—Z = —Vp+Re 'Vu. (3.15)

We look for normal modes of a three-dimensional perturbation in the form

u(x,r) =Re{a(z) &0 and  p(x,1) = Re{p(z) FT=001

(3.16a,b)
where &t = (4,9,W). We let D = d% and recall that k = (k,1). Using the cor-
respondence d, — ik and d, — i/, equation @) and the incompressibility
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condition (2.3) give

. a\ n 1A _ o
1k(U _ ?)LH—DU W = —ikp+Re ™" (D — k)2, (3.17)
ik(U—%)ﬁ: —ilp+Re ! (D2 — k), (3.18)
ik(U—%)Wz —Dp+Re (D2 — k), (3.19)
ki +il9 + D = 0. (3.20)

The wavenumber vector kK makes an angle 6 with the direction X of the back-
ground flow. Following Lin, we rotate the coordinate system by 6 around the
vertical axis directed by Z. Note that it corresponds to a rotation of angle —6
for the vectors x and u. We denote with a prime the variables in the new coordi-
nate system. We stress that z, W(z) and p(z) are invariant under this rotation in
the horizontal plane, and that the rotated background flow is no longer parallel:

U' = (U(z)cos(0),—U(z)sin(0),0). (3.21)
However, given that k = |k|cos(0) and [ = |k|sin(0)), we have
x' =xcos(0) +ysin(H) = k|x' = kx+Ly. (3.22)

Therefore, the perturbation characterized by equations (3.16a,b) no longer de-
pends on the spanwise coordinate after rotation. Then, although the back-
ground flow is non-parallel, there is no need to use the general linearized equa-
tion (2.3). A straightforward way to obtain the counterpart of equations (3.17-
[3.20) in the new coordinate system is to write equation (3.15) in the prime
variableﬂ and then use the correspondence dy — ilk| and dy — 0. This yields

i[k| (Ucos(e) . ‘kw’)ﬁ’+DU cos(0) = —ilk|p+Re ! (D2 — |k2)a’,
(3.23)
. 0N . A po—1(m2 2\ At
1\k|<Ucos(9)—m)v — DU sin(0) = Re~" (D2 — [k[?)9 ", (3.24)
. W . A —1 (2 2\ 5
ifk| (Ucos(@)—ﬂ>w: —Dp+Re” (D2 k]?)w, (3.25)
ilk|a’+Dw=0. (3.26)
Next, we divide equations (3.23) and (3.25) by cos(6) and let
® . p
K=k '= R =R 6 d p'= 3.27

"n particular, U — U cos(6) and 4 — dd%/-
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In the new coordinate system, we end up with a closed set of equations for a
two-dimensional perturbation:

!/

W (U= )a'+ DU = —ikp +R (D2 kDA, (328)
/

W (U= 2 )= —Dp'+ R (D2 k2w, (3.29)

iK' + D =0, (3.30)

Hence, we reduced the dimension of the perturbation, keeping only the com-
ponent which propagates in the direction of the background flow. While doing
so, we obtained a smaller Reynolds number, Re’, and a larger growth rate,
Im{®'}. As we are interested in the most unstable perturbation, characterized
by the minimum critical value of the Reynolds number and the highest growth
rate, we can safely focus on two-dimensional perturbations in the remaining
sections of this chapter.

3.4 Orr-Sommerfeld and Rayleigh equations

For a parallel shear flow, the background vorticity is Q = Q(z) § with Q =
DU. Let { be the y-component of the perturbation vorticity, @. The vorticity

equation (2.9) become
dQ
(0 +U)C W= Re 197 +32)¢. (3.31)

As we have a two-dimensional incompressible flow, we conveniently introduce
a streamfunction y/(x,z,) such that

u=a.y, w=—-d¥  and &= (32 4+3)v. (3.32a,b,c)
Again, we seek normal modes in the form
y(x,z,1) = Re {P(z) ek} (3.33)

where ¢ = ®/k is a complex phase speed. Then, equation (3.31) gives the
so-called Orr-Sommerfeld equation:

(U —¢)(D* = i2) Yy — DU § = (ikRe) "' [ D> — k). (3.34)
In the inviscid limit, Re — oo, equation (3.34) becomes the Rayleigh equation:
(U —¢)(D? = k) — DU = 0. (3.35)

We note that if § is solution of equation (3.35) for the eigenvalue ¢, then the
complex conjugate, ¥, is also solution for the eigenvalue c*.

Tn 2D, the vortex stretching terms vanish.
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3.5 Solutions of the Rayleigh equation

In this section, we derive historical solutions the Rayleigh equation using stan-
dard techniques of analysis of ordinary differential equations (ODEs), an ac-
count of which can be found in Chapters 1 and 3 in the book by Bender and
Orszag [34].

3.5.1 Heisenberg series

A set of solutions of the Rayleigh equation was first found in 1924 by Heisen-
berg [35]], during his doctoral work with Sommerfeld. We give here a short
derivation of his result.

Instead of the streamfunction, we can equivalently work with the displace-
ment field of streamlines. The streamlines of the background flow are hori-
zontal and are distorted by the perturbation. Let ¢ (x,z,¢) be the displacement
of a streamline which was located at height z in the base state. A kinematic
condition requires the material derivative of that displacement to be equal to
the vertical velocity, that is after linearization

(0 +Udy )9 = —dvy, (3.36)

where we made a connection with the streamfunction using the relation (3.325).
For normal modes,

¢(x,2,1) = Re {§(z) &=}, (3.37)

equation (3.36) yields
.
0= U—c

Then, from the Rayleigh equation (3.35) we readily obtain

(3.38)

~

~ D -
D2p+ 29 260, (3.39)
U-c
The idea of Heisenberg was to look for solutions of equation (3.39) as series
of the form

o0
o=y duk™. (3.40)
n=0
On the one hand, the leading order term of the series evidently satisfies
. DE
Do+ P (3.41)
U—-c
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which can be regarded as a first order ODE for D¢y. After a straightforward
integration, we find two linearly independent solutions:

dz

Po1(z) =1 and  Goa(z) = /Z UE = (3.42a,b)

On the other hand, we insert the ansatz (3.40) into equation (3.39) and obtain

~

D .
¢”c =K@y for  n>1. (3.43)

D2, +

Equation (3.43) is a first order linear inhomogeneous ODE for D¢,. Using the
integrating factor [U — c]?, we find the following recursion relation:

z dz Z N
6= [ G| CWO-Fea©). G

Hence, the Heisenberg series are
foo
U=U-c) Y ¢k, (3.45)
n=0

where two possible ¢ are given by (3.42a,b) and other terms of the series can
be calculated using the recursion relation (3.44).

3.5.2 Tollmien inviscid solutions

Another set of solutions of the Rayleigh equation was found by Tollmien in
1929 [36), nowadays known as *Tollmien inviscid solutions’. Before describ-
ing his approach, we recall the concept of singular point in ODEs.

Any second order linear homogeneous ODE can be written in the form

D2f+p()Df+4q()f =0. (3.46)

By definition, z. is a regular singular point if the coefficients p(z) and ¢(z)
are not analytic at z = z. but there exists a neighborhood of z. in the complex
plane where (z —z.)p(z) and (z — z.)?q(z) are analytic. Any point where the
coefficients p(z) and ¢(z) are analytic is an ordinary point. A point which is
neither ordinary nor regular singular is an irregular singular point.

We write the Rayleigh equation (3.35) as

N DU\
DA — <k2+U_c>1//:0, (3.47)
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and let z. be a point in the complex plane such that
U(z.)=c. (3.48)
Because

D2U DU (z.)
U-—czx DU(z)(z—2z)]

(3.49)

Zc 1s a regular singular point. Following Tollmien, we seek solutions in the
form of so-called Frobenius series:

400
p(z) =Y ajz—z)" (3.50)

Inserting the ansatz @) into equation @) and expanding U — ¢ and DU
in Taylor series about z = z., we look for Frobenius exponents, s, such that a
solution for which ag # 0 exists. We find s =0 and s = 1. As the difference
between those values is an integer, we have two linearly independent solutions,

Joo
2) = Zaj(z—zc)f“, (3.51)
and oz Zb i—2) +C () Logz—2),  (352)

where Log is a complex extension of the natural logarithm. For z < z., Lin [33]]
justified that

Log(z—z.) = {ln ez ~im if D) >0, (353)

In|z—z.|+in if DU(z)<0

According to Fuchs theorem, the radius of convergence of Frobenius series is
equal to the distance from z. to the nearest other singular point of the ODE (if
any). We choose ag = 1 and by = 1 and, to make sure that {/, does not contain
any multiple of ¥, we impose b1 = 0. Next, elementary but heavy algebra
gives
DU (z.)

c= DU (z.)

(3.54)

and yields an infinitely countable set of relations from which the coefficients
ai, ap, az ... and by, bz, by ... can be recursively calculated. These coeffi-
cients are functions of k% and the derivatives of U at z.
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3.5.3 Far field solutions

Using the transformation z — 1/z, we can show that the Rayleigh equation
has an irregular singular point at infinity. Hence, after Fuchs’ theorem, the
Tollmien inviscid solutions (3.51) and (3.52) are not valid at infinity. Similarly,
the Heisenberg series (3.45) converge only a finite domain.

For background flows such that

DU
U—c Inal (3.55)
the Rayleigh equation (3.47) simplifies in the far field into
D2y — kY =0. (3.56)

Excluding divergent behaviors, we infer the following far field solutions:
¥(z) o~ G ™, (3.57)

where CL are complex constants.

3.6 Inviscid results

In this section, we derive basic results on the stability of a parallel inviscid
flow. The following relation, counterpart of equation (3.32b), will be useful;

W= —iky. (3.58)

3.6.1 Pressure

In order to obtain an expression for the pressure amplitude, we eliminate i /
in the horizontal momentum equation (3.28) using the incompressibility con-
dition (3.30). Making use of relation (3.58) and removing the primes, we ﬁn

p=0DU—(U—c)Dy=W(,U —c), (3.59)

where W denotes the Wronskian of two functions. This is one of the very few
cases where the pressure can be readily calculated from the velocity.

'We purposefully discarded the viscous term and we will keep doing so in the next
subsections.
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3.6.2 Wave-induced Reynolds stress

Inserting the components of the velocity vector (3.16a) for a normal mode into
the definition of the Reynolds stress (3.7), we find

Tw(z,0) = £(z) ™Y where  t=— 1Re{ "W (3.60)

Relation (3.58) then gives an expression of the Reynolds stress amplitude in
terms of the streamfunction,

ok ey ik
t=—7 Im{y Dy }_—(wﬂDw yrDY) =2 W) (B.61)

Hence, 7 is non-zero if, and only if, { and its complex conjugate, J*, are
linearly independent. We now derive a key formula for the derivative of 7.
According to the Leibniz rule,
R L VL A
DT:E(WD U —9rDY). (3.62)
We can extract D2y and D>{* from the Rayleigh equation and its complex
conjugate. After simple manipulations, we obtain

A

ik . 1 1 U [f?
Dt = — DU |y]? - kIm 3.63
e= S0 o (- ) —amta S cen

Equation (3.63) is the key ingredient in the derivations of the standard Rayleigh
and Fjgrtoft theorems, giving necessary conditions for a parallel inviscid flow
to be unstable.

3.6.3 Necessary but not sufficient conditions of instability
e Rayleigh theorem from momentum conservation:

We start with the conservation of streamwise momentum (3.6) and use ex-
pression (3.60) for the Reynolds stress Ty(z,). Invoking the result (3.63), we
integrate between the horizontal boundaries, z; and z5;

DU

Tl o
Qt/ dzu=0=kIm{c} eZkIm{c}t/ dz
“ 21 2|U

0P 9. (3.64)

Hence, either Im{c} = 0, that is the base state is neutrally stable, or the integral
on the right-hand side of equation (3.64) vanishes. If Im{c} # 0, then the
vanishing of the integral implies that the background flow has an inflection
point, that is there exists a height z; at which DU (z;) = 0. This is the Rayleigh
condition for the instability of a parallel inviscid flow.
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o Fjgrtoft theorem from energy conservation:

We start with the conservation of energy (3.14). We integrate by part using the
boundary conditions (3.8k,b),

/de_ / dz UdTW (3.65)

From the definition (3.11) of the kinetic energy, we find after some simple
algebra that

_ %(,@lmZ_i_kZ’lmZ) eZklm{c}t. (3.66)

We insert (3.66) into the left-hand side of (3.65) and invoke (3.63) on the right-
hand side to obtain

2 R R U D*U
/dz(\@l//]2+k2]1//| /dz - ‘2| ks (3.67)
21

If Im{c} # 0, then we recall that the integral on the right-hand side of equa-
tion (3.64) is necessarily zero. We multiple this vanishing integral by U (z;) =
U; and combine the result with the right-hand side of equation (3.67) to obtain

o DW(U-U) ., 2 . .
/ (—2') lezz—/ dz(l®w|2+k2|y/\2) <0.  (3.68)
21 ’U—C| u

We infer the Fjgrtoft condition for the instability of a parallel inviscid flow:
D2U (U —Uj) < 0 somewhere in the flow. Hence, energy conservation gives
a stronger necessary condition of instability than momentum conservation but
still not sufficient.
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4. Interfacial waves

Il y a miracle si 'on accepte les explications surnaturelles. 1l y
a phénomene naturel si I’on recherche et si on trouve les causes
physiques, capable de susciter le miracle apparent.

— Maurice Leblanc, I’ fle aux trente cercueils, 1919.

In this chapter, we give some background on interfacial waves [37]. In
section we formulate the problem using the theory of potential flows and
derive the linearized boundary conditions. Then, we show how to obtain the
general dispersion relation of interfacial waves in section 4.2} before consider-
ing various limiting cases in section[d.3] All variables are dimensional.

4.1 Formulation of the problem

We consider a two-dimensional interface between two fluids of different den-
sities. We canonically call the upper fluid air, with density p,, and the lower
fluid water, with density py,. The air layer is semi-infinite while the water layer
has a constant depth, /. There is no lateral boundary and we assume that both
fluids are inviscid. The interface is planar, located at z = 0, when the two fluids
are at rest. An external perturbation sets up a displacement field, n(x,y,#), and
the interface becomes z = n(x,y,?). A velocity field, u(x,?), is subsequently
induced in both air and water. Because the densities are constant, the flow is
incompressible, namely V-u = 0. Furthermore, it is irrotationa SO we in-
troduce a velocity potential, ®(x,7), such that u = V®. The incompressibility
condition then yields the Laplace equation:

V2P = 0. 4.1)

We need to establish the boundary conditions. At the interface, the vertical ve-
locity must be continuous, equal to the material derivative of the displacement,
that is

w=(d+u-V)n at z=n% (4.2)

Equation (4.2) is a kinematic boundary condition. The perturbation propagates
due to two restoring forces: gravity, g, and surface tension, . Because of the

! After Lagrange’s theorem, an inviscid flow remains irrotational if it was at t = 0.
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latter, the pressure is discontinuous at the interface, with a jump given by the
Young-Laplace law:

p|Z:n+ — P|z:1‘l’ =0 V- nyy, 4.3)

where

Mo (6,3,1) = (ax” ay”’ D (44

VI+ +[oyn]?
is a normal unit vector, oriented from air to water. Equation is a dynamic
boundary condition. A relation between the pressure and the velocity potential
is given by Bernoulli’s theorem, which states that

0P+ - |V<1>|2 +gz+ = f(1), (4.5)

where f is an arbitrary function. We choose f = 0 for convenience. In order to
linearize the boundary conditions and (4.3), we assume that the interface
has a small slope. Formally, we let € = \/|dxn|> + |dyn|*> < 1 and rescale the
displacement field as 1 — &n. Proceeding as explained in the chapter [2| we
collect terms of order €. Then, equations (.2)) and (4.3) becomes

o.b=0dmn at =0, (4.6)
and  pud®|_ —pad®| o, + (pw—pa)en = 0(d; +I)m, (47

respectively. We need two more boundary conditions. Firstly, the air flow must
be quiescent in the far field. Secondly, water cannot penetrate the rigid bottom

boundary so the vertical velocity must vanish at z = —h. Hence, we have
lim ®(x,y,z,/)=0 and 9,P|,—_, =0. (4.8a,b)
Z—r+oo

In the next section, we solve the Laplace equation (4.1) with the boundary

conditions (4.6), (4.7) and (4.8}, D).

4.2 Dispersion relation

Searching for normal modes, we assume a displacement field and a velocity
potential of the form

n(x,y,r) =Re {f) &=L and  ®(x,z,1) = Re {d(z) k-0
(4.9a,b)
respectively. We insert (4.9p) into the Laplace equation (4.1)) and obtain

" — (K +1*)d =0. (4.10)
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After imposing the boundary conditions (4.8, b), we find

. D, e ke ifz>0
d(z :{ a € e =% (4.11)

®,, cosh[k|(z+h)] otherwise,

where ®, and ®,, are complex constants, and k = (k,/) is a vector wavenum-
ber defining the direction in which the wave propagates. The boundary condi-

tions (4.6) and (4.7) at the interface yield

—iw k| 0 f)
io 0 |k| sinh(|k|R) ®, | =0. (4.12)
(pw —pa)g +Olk|? iwp, —iwpycosh(|k|h)) \ Py

The vanishing of the determinant gives the dispersion relation

> _ (pw—pa)glk| + ok’
= . 4.1
® Pa + pw cotanh(|k| /) (4.13)

Equation (4.13) has a positive and a negative root, corresponding to waves
travelling forward and backwards in time, respectively. We consider only the
positive root.

The right hand-side of equation (4.13) depends on the modulus of k, not
its components. Thus we orient the x-axis in the direction of k and perform the
transformation |k| — k. Note that k > 0 with this orientation. Moreover, the
dispersion properties no longer depend on y. Hence, we reduced the propaga-
tion of waves to one dimension. We introduce the phase speed,

(0]

= 4.14
c= (4.14)

and rewrite equation (4.13) as

1—r 1 g
2
= 1 = 4.15
¢ r + cotanh(kh) ( * (1— r)Bo) k’ .19
where

r= gjv and  Bo= % (4.16a,b)

are the density ratio and the Bond number, respectively. The Bond number
accounts for the competition between gravity and surface tension.

4.3  Wave zoology

We are interested in the dependence of the phase speed, ¢, on the wavenumber,
k. Nonetheless, equation (4.15) also depends on three dimensionless numbers:

47



kh, r and Bo. It is difficult to extract any behavior when these numbers are all
of order 1. However, we can simplify equation (4.I5) by considering limits
when some of them are very small or very large. This is a first example of
asymptotic analysis.

4.3.1 Surface gravity waves

For the actual air-water interface, the density ratio is » = O(1073), thus we
take r = 0 in equation (#.15). In so doing, we approximate interfacial waves
with surface waves. Next, we assume that Bo >> 1 that is we discard the effect
of surface tension. We obtain

c= /tanh(kh)% (4.17)

Equation (4.17) is the dispersion relation of (surface) gravity waves in finite
depth, namely k2 = O(1). On the one hand, we consider waves with a wave-
length 27 /k ranging from millimeter to hundreds of meters. On the other hand,
the water depth, &, varies from decimeter to several kilometers. Hence, we can
further simplify equation (4.17) by considering two limiting cases:

(i) Waves in deep water: ki > 1. Then tanh(kh) ~ 1, and

c:\/i (4.18)

(ii) Waves in shallow water: ki < 1. Then tanh(kh) ~ kh, and
c=/ah (4.19)

Hence, the phase speed of gravity waves is independent of the wavenumber,

k, in shallow water — that is there is no dispersion — while it has a power law
. L

behavior, k2, in deep water.

4.3.2 Effect of surface tension

In order to assess when it is valid to discard the effect of surface tension, we
introduce the capillary wavenumber

keap = 1 /p%g, (4.20)

and rewrite the Bond number as

2
Bo = [kcap] . 4.21)
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Figure 4.1: Dispersion relation of capillary-gravity waves.

Therefore, in subsection we actually assumed that k < kcgp. For wa-
ter, keap = 370 m~! or, more intuitively, the capillary wavelength is Acap =
27 /keap = 17 mm. Hence, the effect of surface tension is negligible for wa-
ter waves whose wavelength is much larger than centimeter. Note that for
h > 10 cm, we have kcaph > 1 so that taking capillary effects into account im-
plies to work in the deep water approximation, kh > 1. We distinguish two
cases:

(i) Capillary waves: when k >> kc,p, surface tension is the only restoring

force and
c— . ]k (4.22)
Pw

(ii) Capillary-gravity waves: when Bo = O(1), namely neither gravity
nor surface tension dominates,

_ |8 ok
cﬂ/k o (4.23)

Hence, the square of the phase speed of capillary-gravity waves is equal
to the sum of squares of the phase speeds of gravity waves and capillary
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Figure 4.2: Curve of marginal stability for the Rayleigh-Taylor instability.

waves. The balance between the two restoring force leads to a minimum

phase speed,
1
4og|*
Comin = [g] , (4.24)
Pw
reached at k = k,p; see Figure Thus, we can write equation (4.23)
as

(4.25)

For water waves, cyin = 23 cm.s 1.

4.3.3 Interfacial waves in deep water and Rayleigh-Taylor instability

When the two fluids have close densities, it is no more valid to take r = 0.
Then, the dispersion relation (4.23) of capillary-gravity waves becomes

g ok
=4 [At =4+ ————, 4.26
¢ \/ k= pw(l+r) (4.26)
where .
—r
At = 4.27
14+r ( )
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is the Atwood number. Note that ¢ € R for all values of kK when A7 > 0. In other
words, confirming intuition, the interface between two fluids is neutrally stable
when the lightest fluid lies above the heaviest. Any perturbation propagates at
a phase speed given by equation (4.26). However, when Ar < 0, ¢ is purely
imaginary for k < k,, with

ky = keapV/7— 1. (4.28)

Thus, when a heavy fluid sits on the top of a lighter one, their interface is unsta-
ble to all perturbations having a wavenumber smaller than k,. This is a gravi-
tational instability, studied by Lord Rayleigh and G. I. Taylor [38};[39]]. Surface
tension has a stabilizing effect: perturbations with a wavenumber larger than
k. become interfacial waves.

Regarding the density ratio, r, as a control parameter, equation (4.28) de-
fines a curve of marginal stability (cf. chapter|2) plotted in Figure In an
experiment where r increases continuously, the critical density ratio is r. = 1
and the critical wavenumber is k. = 0.

4.3.4 From interfacial to surface waves

Let cjy and cgyrt be the phase speeds of interfacial and surface waves, given by
equations (4.26) and (4.23) respectively. Simple algebra gives

Cint 1 B r
Csurf 147 1_|_[k}2.

cap

(4.29)

The density ratio, r, is a measure of the coupling between the two fluid layers.
For r <« 1, the relative change of the phase speed of surface waves due to that
coupling is

Cint — Csurf r 1 9
D L N B P — O . 4.30
ot 2( +1+[k]2>+ (7‘) ( )

kcap

Hence, an interfacial wave is slower than a surface wave.

o1



52



5. Wind, waves, current and
asymptotic analysis

C’est pas I’homme qui prend la mer, c’est la mer qui prend I’homme.
Moi, la mer, elle m’a pris, au dépourvu, tant pis!
— Renaud, Dées que le vent soufflera, 1983.

In this chapter, we summarize our work on the interaction of interfacial
waves with a parallel shear flow. We formulate in section a general eigen-
value problem for flow driven interfacial waves. In section we review the
Miles theory of wind-waves, which is based on two key assumptions: the air-
water density ratio is a small parameter and there is no background flow in the
water. We describe our numerical scheme to solve the Rayleigh equation in
section and our asymptotic analysis of wind-waves in section Finally,
we relax the assumptions of Miles in section and present our results on
instabilities of flow driven interfacial waves. All variables are dimensional.

5.1 Eigenvalue problem for flow driven interfacial waves

We consider interfacial waves in presence of a parallel shear flow, U(z), de-
picted in Figure We call "wind’ the flow in air and ’current’ the flow in
water. How does this flow affect the dispersion relation of the waves? The
shear brings vorticity so the potential theory used in chapter ] no longer ap-
plies. Instead, we formulate the problem in the framework of hydrodynamic
stability, introduced in chapters 2Jand 3] Hence, we regard the waves as pertur-
bations of the parallel flow. For simplicity, we work in the deep water limit —
equivalent to infinite depth — and consider only two-dimensional perturbations,
assuming that the Squire theorem holdﬂ So the perturbed flow is completely
described by a streamfunction, y/(x,z,7). In this linear treatment, the density
remains a step function even in the presence of waves;

. if z72>0,
py=4P " 5.1)
pw if z<O.

'We check it a posteriori in PAPER I.
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Pw

Figure 5.1: Schematic of interfacial waves in the presence of parallel shear flow.

We focus on the normal modes of the interface. According to section the
complex amplitude of the streamfunction, (z), obeys the Rayleigh equation:

(U—=o) (¢ —k9) —U" g =0, (5.2)

where prime now denotes the derivative with respect to z. We shall solve equa-
tion (5.2)) in both air and water, and need boundary conditions at the interface.
In section we introduced the streamline displacement field, ¢ (x,z,7).
Since the perturbed interface must be a streamline, the surface displacement
field, n(x,7), is given by

n(xvt):¢(x7Z:O7t)' (5.3)

Therefore, the general kinematic condition for normal modes (3.38) gives at
the interface

1%
U—cl—

=- 54

As explained in section the dynamic boundary condition is given by the
pressure jump caused by surface tension. Here, it takes the form

[p—pefly. = —ok*A, (5.5)

where p is given by equation (5.1) and p(z) is the complex amplitude of the
perturbation pressure of a normal mode. The latter is connected to the stream-
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function amplitude, {(z), via equation (3.59) which we recall below for con-
venienc

p=p (Il —(U )V}, (56)

We stress that § is continuous at z = 0 so long as U is itself continuous at
z =0, as can be seen from equation (5.4). However, the derivatives U’ and {/’
are discontinuous at z = 0. We combine equations (5.4), (5.5) and (5.6) into

(Pw — Pa)g + Ok* + P,E(0F) — pyE(07) =0, (5.7)
where we let .
/

E= [c—U]Z‘lllf/—l-U'(c—U). (5.8)

The far field behavior of the solution of the Rayleigh equation was studied in
section Here, we impose that

A

vtk — 0. (5.9)

z—rtoo

We have formulated an eigenvalue problem for a sheared two-fluid interface,
where the eigenvalue is the complex phase speed, ¢, and the eigenfunction
is the streamfunction amplitude, {(z). For simplicity, we consider a wind-
induced current so that the velocity of the background flow decays in water;

see Figure
5.2 Miles theory of wind-waves

Miles [13] noticed that wind and waves are weakly coupled because the air-
water density ratio, r = p,/pw, is small. Hence, he proposed to expand the
eigenvalue and eigenfunction in series of power of r;

c=co+rci+... and =0y +ry+..., r<l. (5.10)

At the leading order, namely r = 0, we have

(U —co) (9 =k 0) —U" o =0, (5.11)
and g+6k2{[60U]21f’°+U’(coU)} =0. (5.12)
w Yo 7=0"

Here, cg is the phase speed of sheared surface waves, determined by the per-
turbed flow which they induce in water. That flow is itself described by Jp(z <

'Density does not appear in equation (3.59) because a pressure scale p*V*? was
used to make it dimensionless.
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0). The physical meaning of {p(z > 0) is more subtle. When we take r = 0,
we are not taking U(z > 0) to zero so we actually remove the air but keep the
wind. It means that the waves do not see the wind (because there is no air)
whereas the wind can still see the waves. Hence, {(z > 0) describes the per-
turbation induced by waves on the wind without feedback (unlike in water). In
other words, there is an intrinsic coupling between the current and the waves
because water is the medium where they propagate, whereas r is the coupling
constant between wind and waves. Wind-wave growth is expected at the next
order of perturbation in r.

In order to decouple co from ¥, Miles made a further assumption: he
discarded the current and thus took U(z < 0) = 0. Then, the solution of the
Rayleigh equation in the water is

Wo(z < 0) = Yo (0)e*. (5.13)
Next, we insert §;(0~) into equation @), which becomes

g+ 9 —ke§ = 0. (5.14)
w

We conclude that, in the absence of current, cg is the phase speed of free sur-
face waves in deep water (cf. Eq. §.23). The value of ¢y being now known,
we can solve — at least formally — the leading order Rayleigh equation (5.1T)
in the air. This is a simple boundary value problem where we can impose any
non-zero value of { at z = 0. Indeed, a linear theory does not determine the
wave amplitude. The eigenvalue at the next order is

_ WO U0 e« 1
% 90(0) T 2k 2 4[]

kcap

C1 (5.15)

The last term in equation (5.15) comes from the difference between the phase
speed of interfacial and surface waves (cf. section d.3.4). Physical intuition
leads us to expect a resonance at the critical level z. such that

Ul(ze) = co. (5.16)

We expect an energy transfer from the background flow to the perturbation
(from wind to waves) at the height where the phase speed of free surface waves
equals the wind speed. This intuition was highlighted by Lighthill [14]. How-
ever, Miles [[13] had already built up on the mathematical treatment of neutral
modes by Lin [33] and shown that

2c T U”(ZC) ‘i/0<zc) 2 _
I — > = —r— =v. 5.17
m{co} K0 | wo0) | =7 G417
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The left-hand side of equation @) is the energy growth rat normalized
by the angular frequency of free surface waves. The right-hand side confirms
that the energy transfer occurs at z = z. and is proportional to the coupling
constant, r. Furthermore, a necessary condition for growth is a wind profile
having a negative curvature. Although the energy transfer is localized at the
critical level, we stress that it is a global problem: the local transfer is actually
determined by the boundary condition at the water surface. In his seminal
paper [13]], Miles indeed used the following global property of the Rayleigh

equation:
‘lA’(/)(0+>} U"(z) | Wo(ze) 2
Im{ 2 —_ / . 5.18
m{ O IO o189

Equation (5.18) is the mathematical bridge between the eigenvalue at order r
given by equation (5.15) and the Miles formula (5.17). Janssen [1] proposed
a more physical derivation of the latter, based on the wave-induced Reynolds
stress.

5.3 Numerical solution of the Rayleigh equation

The key result of Miles’ theory is the formula (5.17) for the normalized growth
rate, . In order to evaluate the latter for a given wind profile, U(z), we need
to solve the leading order Rayleigh equation @) in the domain [0, +o0). We
impose Jp(z =0) = 1 and a far field behavior given by equation . There is
a regular singular point at z = z. which makes the resolution of this boundary-
value problem challenging. It was solved numerically for the first time in 1959
by Conte and Miles [40], who designed a scheme specific to a logarithmic
wind profile,

U(z) = uxIn(1 +2/20) /X, (5.19)

where u, is the friction velocity associated with a constant shear stress, zg
is the roughness length accounting for the presence of waves on the water
surface and k ~ 0.4 is the von Kdrmdn constant. The log profile (5.19) comes
from the theory of turbulent boundary layers [41] and has been supported by
experiments [16] and direct numerical simulations [17].

In 1965, Hughes and Reid [42] described a general numerical scheme to
solve the Rayleigh equation and provided meanwhile an exact analytical solu-
tion for an exponential profile,

U(z) = Up(1—e /1), (5.20)
't is twice the growth rate of wave amplitude.
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also known as the asymptotic suction profile. In equation (5.20), Uy is the
far-field velocity and d is the thickness of the suction layer. Hughes and Reid
were interested in the general stability of parallel flows rather than in the wind-
wave problem. About forty years later, Beji and Nadaoka [43] computed the
normalized growth rate, ¥, for various wind profiles. They used a variant of
Hughes and Reid’s method, whose paper they nonetheless did not cite. Our
own scheme to solve the leading order Rayleigh equation (5.11) is inspired by
these earlier work. We use the Tollmien inviscid solutions (3.51) and (3.52) to
define a local solution around the singularity at z = z;

U”(Zc)
U'(zc)

Vioc(2) = A(z—zc) +B{1 - (z—zc)Log(z—Zc)}, (5.21)
where A and B are complex constants to be determined. The complex log-
arithm was defined in equation (3.53). As we only need a local solution, it
is sufficient to keep only the first terms in the Frobenius series. We separate
the real and imaginary parts of equation (5.21) and integrate each numerically
from z. — & to z = 0, and from z. + & t0 Ze, with a jump § = O(107%). The
upper boundary of integration, z.., is such that

e K =0(1073). (5.22)

While the complex coefficients A and B are still unknown, we enforce the
boundary condition (5.9) at z = z.. and require Yp(z = 0) = 1. This yields a
linear fourth-order system for the real and imaginary parts of A and B, which
we solve analytically. We stress that Jp(z.) = B and thus directly evaluate
Miles’ formula (5.17) for the normalized growth rate. We can further integrate
upward and downward the local solution (5.21) with the known values of A
and B, and infer the perturbation streamfunction at any point of the flow.

Let us note Morland and Saffman [44] solved the full eigenvalue problem
numerically and demonstrated the accuracy of Miles theory for r = 0(1073).

5.4 Wind-wave asymptotics

In an Appendix of Morland and Saffman’s paper [44]], Miles used the exact
analytical solution of the Rayleigh equation for the exponential profile (5.20)
to calculate 7. However, the result involves hypergeometric functions. In order
to obtain an explicit behavior of y as a function of the wavenumber, &k, Miles
performed an asymptotic analysis of ¥ for long and short waves that is kd < 1
and kd > 1, respectively. Since an exact solution of the Rayleigh equation is
in general out of reach — especially for the log profile (5.19) — we propose to
perform an asymptotic analysis directly on the Rayleigh equation.
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5.4.1 Long wave analysis

We want to solve the leading order Rayleigh equation (5.11) for the log pro-
file (5.19) and use the solution to calculate the normalized growth rate, 7y, via
the Miles formula (5.17). On the one hand, according to experimental data,
the roughness length, zg, is of order of a millimeter. On the other hand, we
are interested in capillary-gravity waves with wavelengths ranging from a few
millimeters to hundreds of meters. From this scale separation, we construct a
small parameter

kzo < 1. (5.23)

In this chapter, we have so far worked with dimensional variables. We now
make all variables dimensionless using the roughness length, zg, and the fric-
tion velocity, u,. We denote dimensionless variables with the same symbol
as their dimensional counterpart. In particular, we now have k < 1 after
equation (5.23). We use this small parameter to find asymptotic solutions of
the leading order Rayleigh equation, written in the form

Wl — (k2+

In section[3.5] we derived the series solutions found by Heisenberg and stressed
that they converge only on a finite domain. We also found the far field behavior
of the solution of the Rayleigh equation. Here, we connect these two pieces
of solution using the small parameter k < 1 in a procedure called asymptotic
matching. It was inspired by Examples 2, 3 and 4 from Chapter 7 in the book
by Bender and Orszag [34]. We can show that the Heisenberg series are valid
solutions at the water surface, z = 0, and at the critical layer, z = z.. The key is
to find the height z; where those series become invalid and have to be replaced
by the far field solution.

The log profile satisfies Miles’ necessary condition for wave growth and
has a negative curvature, namely U” < 0, and we evidently have U > ¢y for
z > z.. Hence, there exists a point z; where the bracket in equation (5.24)
vanishes, that is

"

U—cy

>1,70 =0, k<l (5.24)

U//(ZS) B
71](23) e 0. (5.25)

We call outer region the interval [0, z;], where we define an outer solution from
the first terms (k = 0) of the Heisenberg series:

K+

dzZ

Z
out(z) = E (U(z) — F (U(z)— -~ . 5.26
Pou(2) = E (V) ~co) +F (W) —eo) [ e (526)
For z > z;, we have the far field solution
Vo(2) =G e, (5.27)
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The complex constants E, F and G are determined by matching Joy and Y
as k goes to zero. We emphasize that z, is a function of k and

lim z;(k) = o0 but lim kzs(k) = 0. (5.28)
k—0 k—0

Technical details and a comparison with the numerical solution of the Rayleigh
equation can be found in PAPER 1, as well as an explicit expression of y as a
function of k. In particular, we show that long waves interact with the wind all
the way from the water surface to the critical level.

5.4.2 Strong wind limit

In this sub-section, we keep using dimensionless variables.

The long wave analysis provides an explicit dependence of the normalized
growth rate, ¥, as a function of the wavenumber, k. This dependence is how-
ever too complicated to extract the position, kpax, and amplitude, ¥max, of the
maximum growth rate. For gravity waves, there is one control parameter: the
Froude number, defined as y

*

Fr= ) (5.29)
V820
and expressing the competition between the shear and the restoring force. We
can simplify the function y(k) by taking the limit of large Froude number, or
strong wind limit. Because it is more convenient to work with small rather
than large parameters, we follow Young and Wolfe [18]] and introduce

m=Fr 2. (5.30)

Young and Wolfe took the limit m — 0 on the function y(k) they had obtained
from the exact analytical solution of the Rayleigh equation for the exponential
profile (5.20). In PAPER I, we generalize the definition of m to capillary and
capillary-gravity waves, and take the limit m — 0 on various functions y(k)
obtained from the long wave asymptotics. In particular, for the log profile we
find that

kmax ~ Fr=' and  Ymax ~ Fr2,  Fr> 1. (5.31)

This is a mathematical answer to the question *what is the fastest growing
wave?’. For a physical answer, we need to go back to the original motivation
of Miles, who was actually inspired by the old work of Jeffreys [28]].

5.4.3 On the aerodynamic pressure

In this sub-section, we go back to dimensional variables.
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In 1925, Jeffreys [28] suggested that wind-waves grow provided that the
aerodynamic pressure[J is in phase with the wave slope, namely

p(x,z=0,1) o< 1. (5.32)

The proportionality constant was called the sheltering coefficient and had to be
determined experimentally. Equation (5.32), known as the sheltering hypothe-
sis, says that waves grow because the pressure on the windward side of a wave
crest is greater than on the leeward side. The aim of Miles’ theory was actually
to provide a rational for this pressure asymmetry. The pressure amplitude of
a normal mode, p(z), is given by equation (5.6), and the kinematic boundary
condition (5.4) connects the streamfunction amplitude at z = O to the ampli-
tude 7} of the surface displacement. Therefore, the aerodynamic pressure of a
normal mode, p(z = 0), is necessary proportional to 7. We justify in PAPER 1
that, for mathematical consistency, all physical quantities should be expanded
in power of the density ratio, r; the leading order quantities are denoted with
the index 0. Hence, we let 7 and u such that

Po(z = 0) = pucj(p +iy)kfo. (5.33)

We show in PAPER I that the coefficient ¥ in equation (5.33) is the normal-
ized growth rate given by the Miles formula (5.17). Moreover, u is twice the
wind-dependent relative change of the phase speed of water waves due to the
coupling with the air. Our key result is that, in the strong wind limit, the maxi-
mum of ¥ occurs when u vanishes. In other words, the fastest growing wave is
such that the aerodynamic pressure is proportional to the wave slope. Hence,
we provided the rational for Jeffreys’ sheltering hypothesis which Miles was
looking for.

5.5 Beyond Miles theory

We relax the two key assumptions of Miles on the eigenvalue problem for flow
driven interfacial waves: we consider a density ratio » which is not necessarily
small and account for the presence of a current in water. Young and Wolfe [[18]]
found exact analytical solutions to the full eigenvalue problem for a double
exponential profile, and provided physical intuition on the possible instabilities
in this system. We write the complex phase speed as

c=Us+ ¢, +1 ¢, (5.34)

where Us; = U(z = 0) is the surface drift, ¢; is the imaginary of ¢ and ¢, is the
intrinsic phase speed, that is the real part of ¢ in the frame of the water surface.
From equation (5.34), we define two types of modes:

'The aerodynamic pressure is the pressure set up by the wind above the waves.
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/. U(ZC_) — US = ér_

Figure 5.2: Schematic of the background flow and waves in the frame of the
water surface, moving at the drift velocity, Us. Prograde and retrograde modes
have a critical layer in air and water, respectively.

1. A prograde mode has a positive intrinsic phase speed, ¢, > 0.
2. A retrograde mode has a negative intrinsic phase speed, ¢, < 0.

In other words, a mode is prograde if the actual phase speed of the sheared
waves, Re{c}, is greater than the surface drift; otherwise, it is retrograde. In the
case of wind-induced current depicted in Figure prograde and retrograde
modes have critical layers at heights z. > 0 and z.— < 0 such that

U(zer) — Us = Gy (5.35)

Therefore, a prograde mode undergoes a Miles instability due to a critical layer
in air whose location is unknown because of the intrinsic coupling with the
current and the strong coupling with the wind (as r is not small). Analogously,
a retrograde mode undergoes another instability, coined ’rippling instability’
by Young and Wolfe [18], due to a critical layer in water whose location is
unknown for the same reasons.

We find general asymptotic solutions of this eigenvalue problem using the
small parameter

1/(kLy) < 1, (5.36)

where Ly, is a characteristic length scale of the current. We show that, in the
limit of short wavelength, the two critical layers become internal boundary
layers with thickness of order 1/k. In an astrophysical context, Alexakis et
al. [45]] had proposed a solution based on the WKB method but we show that
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their approach is incorrect. We obtain an asymptotic series for ¢, and calcu-
late the growth rate & ci+ of the Miles and rippling instabilities using so-called
exponential asymptotics. Details can be found in PAPER 1I.
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6. Summary and outlook

There are more things in heaven and earth than are dreamt of in your
philosophy.
— Iron Maiden, Dance of Death, 2003.

Motivated by the importance of ocean waves in the climate system as well
as the appealing beauty of their mathematical modeling, we have studied the
growth and propagation of waves in the presence of wind and current.

Firstly, we combined background knowledge in hydrodynamic stability
and water waves to make a clear formulation of the Miles theory of wind-wave
interaction. Assuming an infinitesimal amplitude, we linearized the Navier-
Stokes equation. Next, the normal modes analysis for the stability of a parallel
shear flow led to the Orr-Sommerfeld equation. Following Miles, we discarded
the effect of viscosity by taking the Reynolds number to infinity, which gave
the Rayleigh equation. Enforcing boundary conditions at the air-water inter-
face, we obtained an eigenvalue problem for the complex phase speed and
complex amplitude of the streamfunction. On the one hand, we simplified the
eigenvalue problem using an expansion in power of the small air-water density
ratio. The first order eigenvalue is obtained from the zeroth order eigenvalue
and eigenfunction. On the other hand, we drew a connection between the
eigenvalue and the pressure-displacement relation in the Fourier space. Waves
grow because their interaction with the wind, while affecting their phase speed,
induces a phase-shift between the aerodynamic pressure and the surface dis-
placement. The density ratio — small parameter of the perturbative expansion
— can be viewed as the coupling constant of that interaction. To the leading
order, wind-waves are neutral modes and have a critical layer where the wind
speed equals the phase speed of free surface waves. As a consequence, there
is a non-zero wave-induced Reynolds stress, whose work on the water surface
leads to a growth at the next order of perturbation.

Secondly, we solved the leading order Rayleigh equation, which has a reg-
ular singularity at the critical level. To do so, we noticed that most waves have a
wavelength much larger than the characteristic length scale of the wind profile.
Thus, we used the wavenumber as a small parameter and obtained approximate
solutions by asymptotic matching. We inferred formulae for the growth rate of
the Miles instability and the wind correction to the phase speed of free surface
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waves. We simplified those formulae in the strong wind limit and realized that
the growth rate is maximum when the wind correction to the phase speed van-
ishes. Equivalently, the condition of optimum growth is a phase shift equals to
7 /2, which corresponds to the aerodynamic pressure being in phase with the
wave slope. This result was intuited by Jeffreys about a century ago. Hence,
we needed five levels of asymptotics to confirm Jeffreys’ intuition and finally
answer the basic question *what is the fastest growing wave?’. For clarity, we
summarize these levels below:

1. kf) < 1: a small wave slope allows to linearize the Navier-Stokes equa-
tion.

2. Re — +oo: an infinite Reynolds number makes the effect of viscosity
negligible; this limit determines the branch cut associated with the sin-
gularity of the Rayleigh equation [33]].

3. r < 1: the small air-water density ratio, which corresponds to a weak
coupling between wind and waves, helps to simplify the eigenvalue
problem; in PAPER I, r was denoted &.

4. kzp < 1: the scale separation between the wavelength of capillary-gravity
waves and the roughness length of the logarithmic wind profile is the key
to find asymptotic solutions of the Rayleigh equation.

5. m < 1: the control parameter m defined in PAPER I expresses the com-
petition between the shear and the restoring forces; its smallness corre-
sponds to the strong wind limit.

Thirdly, we went two steps further: we added a current in water and relaxed
the Miles assumption of a small density ratio. We solved the corresponding
eigenvalue problem using the dimensionless inverse wavenumber as a small
parameter. In other words, we considered waves whose wavelength is much
smaller than the characteristic length scales of the wind and current profiles.
We assumed that the imaginary part of the phase speed was small and sought
solutions of the Rayleigh equation with a real, still unknown, phase speed. In-
ternal boundary layers emerge at the critical levels where the flow speed equals
that unknown phase speed. For monotonic profiles, there is one boundary layer
in air, and another in water. We looked for inner solutions valid around the
critical levels and matched them with outer solutions, before constructing a
uniformly valid composite solution. We stress that we did not need to specify
the wind and current profiles explicitly. Next, we used that solution to find the
explicit dependence of the boundary condition on the complex phase speed.
We expanded the real part in a power series of the small parameter but had to
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include transcendentally small terms to have a non-zero imaginary part. Our
final expressions depend only on derivatives of the profile at the air-water inter-
face and at the critical levels. Physically, it means that the interaction between
the waves and the mean flow is localized in the internal boundary layers of
thickness equal to the inverse of the wavenumber. The one in air is responsible
for the Miles instability while the one in water is responsible for the rippling
instability.

Perspectives

®

(ii)

Whereas the short wave expansions happened to be mathematically more
powerful than the long wave asymptotics, they had narrower oceano-
graphic applications. Indeed, most ocean waves are long and those
which could be classified as short have a tiny growth rate for both the
Miles and rippling instabilities. But given how fruitful the long wave
analysis of wind-wave interaction was, it is very desirable to try and
extend it to wave-current interaction. In particular, the location and am-
plitude of the maximum growth rate of the rippling instability is still
unknown.

There is very few work going beyond the linear theory of wind-wave
interaction. On the one hand, Janssen [46] derived in 1982 a quasi-
linear model that includes the effect of the growing waves on the wind
profile. In other words, the growth rate of the Miles instability became
time-dependent. Janssen obtained a non-linear diffusion equation for the
wind velocity, to be solved simultaneously with the Rayleigh equation
and the evolution equation for the wavenumber spectrum. The solution
of this system of equations has been overlooked in the literature, princi-
pally because of the singular structure of the Rayleigh equation. On the
other hand, Zdyrski and Feddersen [47] recently investigated the effect
of wind on Stokes waves in deep water using a parametric pressure forc-
ing inspired by the Miles mechanism. They included weak non-linear
effects in the water, as Stokes waves have a dispersion relation depend-
ing on the wave amplitude. However, their coupling with air was not
dynamical because the pressure above the waves was parametrized in-
stead of being calculated. We propose to combine the Janssen model
[46]] with the work of Zdyrski and Feddersen [47], and construct a dy-
namical model for the interaction of Stokes waves with a turbulent wind,
thereby including weak non-linear effects in both air and water. This is
a way to account for the feedback of the waves on the wind.
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7. Appendix

When I'm walking a dark road, I am a man who walks alone.
— Iron Maiden, Fear of the Dark, 1992.

Here is a set of useful formulae involving a velocity field, u, and the corre-
sponding vorticity field, @ = V x u. We do not assume incompressibility.

1. Convective acceleration:

1
(u.V)u:§V|u|2+a)><u (7.1)

2. Laplacian:
Viu=V(V-u)-Vxe (7.2)

3. Gradient property for any scalar field ¢:
Viou)=u-Vo+ (V-u)p (7.3)
4. Divergence of the cross product:

V-(@0xu)=|0*—u- (Vo) (7.4)

5. Curl of the cross product:

Vx(@xu)=(V-u)@o—(V-0)u+u-V)o—(@0-V)u (7.5)
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